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Abstract

Effective self-organizing techniques for con-
structing monolingual semantic maps of
Japanese and Chinese have already been
developed. By extending the monolin-
gual map to a bilingual semantic map, we
have proposed a semantics-based approach
for word alignment in a Japanese/Chinese
bilingual corpus.

1 Introduction

Acquiring translation knowledge from a bilingual
parallel corpus requires alignment not only at the
sentence level but also at the word level. If a bilin-
gual corpus is aligned at the word level, translation
words that are not in a dictionary, such as those
depending on domain or time, might be obtained,
or, multiple translation candidates might be scored.
Furthermore, translation patterns based on the rela-
tions of words at the phrase or clause level might be
automatically acquired (Brown, 1997). Thus, align-
ment is a very important, fundamental task in natu-
ral language processing (NLP). The research related
to this topic includes a series of statistical mod-
els (e.g., Brown, et al., 1988; Brown, et al., 1993;
Macklovitch and Hanna, 1996), a method using dy-
namic programming (Dagan, 1993), a statistical ap-
proach introducing contextual information (Varea, et
al., 2002), and structure alignment methods (Kaji, et
al., 1992; Matsumoto, et al., 1993; Wu, 1995; Ima-
mura, 2001). All of these approaches, however, are
based on either statistical information or grammati-
cal structure, but not on meaning.

Automatic methods for constructing monoligual
semantic maps of Japanese or Chinese have already
been proposed (Ma, et al., 2002). In a monoligual se-
mantic map, words with similar meanings are placed

Kyoto 619-0289, Japan
isahara@crl.go.jp

at the same or neighboring points, so that the dis-
tance between the points represents the semantic
similarity of the words. If a bilingual semantic
map could be automatically constructed by accept-
ing translation pairs of sentences as inputs, word
alignment would be easily obtained from the map.
Since the bilingual semantic map, like the monolin-
gual semantic map, would provide results with visi-
bility and continuity, it would be easy to handle one-
to-many or many-to-one alignment. Furthermore,
bilingual maps can perhaps be expected to be ap-
plied in foreign language learning or foreign language
writing by using bilingual parallel corpora. The most
important factor is that the translations should usu-
ally be free. There is an evident limitation of existing
alignment methods that rely on statistical or gram-
matical information, which suggests the necessity to
develop an approach based on meaning.

This paper proposes a new method for auto-
matically constructing bilingual semantic maps of
Japanese and Chinese. the method accepts trans-
lation pairs of Japanese and Chinese sentences as
inputs, with the aiming of providing word alignment
based on meaning! . We used the Kyoto University
Japanese corpus and its translated Chinese corpus
to conduct an experiment and confirm the effective-
ness of the proposed method. The necessary training
data for automatically constructing semantic maps
was obtained from eight years of a Japanese newspa-
per, Mainichi Shinbun.

! Since present semantic maps are constructed basi-
cally on co-occurrent information, the method proposed
is not strictly a semantic approach. However, since our
final goal is to develop true semantic maps, and align-
ment based on meaning itself is a very important idea,
we use the expression “based on meaning”, without fear
of misunderstanding.
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Figure 1: Two-dimensional SOM.

2 Self-organizing Neural Networks

As an automatic method for constructing semantic
maps, we have adopted a self-organizing neural net-
work, which was proposed by Kohonen in the early
1980s (see details in Kohonen, 1997) and is called
a self-organizing map (SOM). An SOM can be vi-
sualized as a two-dimensional array (Figure 1) of
nodes on which a high-dimensional input vector can
be mapped in an orderly manner through a learning
process. It is as if some meaningful nonlinear coordi-
nate system for different input features was created
over the network. Such a learning process is compet-
itive and unsupervised and is called a self-organizing
process.

Suppose input = = [&1,&2,---, &7 € R, where
R™ is an n-dimensional space. Each node i is then
associated with a parametric reference vector m;,
which equals [wi1, fiz, - -+ ftin]T € R", whose ele-
ment p;; is a scalar weight between node ¢ and input
element ; and is gradually modified in the learn-
ing process. When input vector € " is given, it is
compared to all reference vectors m; € ", which are
associated by each node and is gradually modified in
the learning process, and the network responses com-
ply with the two different stages, learning and map-
ping, as follows. In the mapping stage, only the node
whose reference vector has the smallest Fuclidean
distance to the input vector is activated. This node,
¢, is called the best-matching node or winner. It can
thus be defined by

¢ = argmin{||z — m;||}. (1)

In the learning stage, on the other hand, not only the
best-matching node but also its neighboring nodes
are activated and their reference vectors are changed
so that they are closer to the same input vector x.
This results in a local relaxation or smoothing effect

on the reference vectors of the nodes in the neigh-
borhood, which leads to global ordering in continued
learning. This gradual adapttaion of the reference
vectors can be expressed as

mi(t +1) = mi(t) + hes(®)[x(t) —mi(t)],  (2)

where h.;(t) is the neighborhood function. For con-
vergence, it is necessary that h.;(t) — 0 when ¢ —
00. A widely applied neighborhood function can be
written in terms of a Gaussian function:
[Ire — ril|?
hei(t) = at) - —_)- 3
alt) = o) -exp(~ D). (9
Here, 7, € 2 and r; € R? are the location vectors of
nodes ¢ and ¢, respectively: Term a(t) is the learning
rate and o(t) defines the radius of the neighborhood.
Both of the latter terms are monotonically decreas-
ing functions of time, and their exact forms are not
critical. They can thus be defined linearly as
T-t

a(t) = a(0)—, @

and
ot +1) =1+ (o(t) - 1)%, 5)

where «(0) is an initial value and T is the total num-
ber of learning steps.

The learning process usually consists of an order-
ing phase and a fine adjustment phase. In the order-
ing phase, a(t) should start with a value that is close
to unity, and the initial radius of the neighborhood
can be more than half the diameter of the network.
The terms «(t) and o(t + 1) then decrease monoton-
ically according to Eqs. ( 4) and ( 5). The ordering
of m; occurs during this initial phase, while the re-
maining steps are only needed for finely adjusting the
map. After the ordering phase, the radius may still
contain the nearest neighbors of node ¢, and a = a(t)
should attain a low value over a long period.

3 Self-organizing Semantic Map for
Word Alignment

3.1 Purpose

When a translation pair of sentences like

(Japanses) #£% b~ v 7 2 K K R EF %
ERE LT WE 2k 2 S500b ¥,
(Chinese) HItt ®ILA FH , Fm BEE R &
& Ah R E K BR R

is given, to self-organize a semantic map for word
alignment means to automatically map all the words
in the given sentences by employing some kind of
unsupervised learning data.



3.2 Learning data

As part of the Japanese-Chinese machine translation
project, we are constructing a bilingual parallel cor-
pus based on the Kyoto University Japanese corpus
(Kurohashi and Nagao, 1997). The translation pair
of sentences were obtained from the corpus. Since
the Kyoto University corpus has already been mor-
phologically analyzed, the Japanese sentences were
used directly without any analysis, while the trans-
lated Chinese sentences were segmented and part-
of-speech tagged by using the morphological analy-
sis tool developed by Beijing University (Zhou and
Duan, 1994).

To evaluate the two different languages with the
same measure, the words appearing in a translated
Chinese sentence were given at most five translated
Japanese candidate words, which were used instead
of the original Chinese words. The candidates were
obtained manually? from two Chinese-Japanese dic-
tionaries: “Han Ri Ci Dian”, published by Jilin Ed-
ucation Publisher, and “Chunichi Daijiten”? , pub-
lished by Taishukan Publishing Co., Ltd. The can-
didates were selected according to the following or-
der of priority: (1) a word that also appears in the
Japanese original sentence; (2) a word that has the
same POS as the original Chinese word; (3) a word
chosen according to the order listed in the dictionary;
and (4) a word that appears in the Kyoto University
corpus. Thus, all the words in the translated Chinese
sentence in the pair shown above can be rendered in
terms of Japanese candidate words as follows:

(Chinese) Hitt: 2 iC &k ->T ALLZ 22 TES/T
v FHREL /BN , ;, Eakes/REbEy
EE AR GRGER RO AETE R (4K
ReL T/ vwEnd FRE/EES E:T/IT/LT
W5 /LooH 5 KEAK HRHER/SZ L KR
/B L

In this way, we can express a translation pair of sen-
tences in terms of only Japanese words. As this ex-
ample shows, however, we can recognize translated
Japanese candidate words, such as “ZNIT L ->T”
r “ZEMTES/TEW, that do not exist in the
original Japanese sentence. This means that it is
virtually impossible to perform word alignment by
only using surface representations, even if the trans-
lation pair of sentences has been unified by a single
language.
The actual learning data used in self-organization
were obtained in the following way. Each Japanese

% Since there are no online electronic dictionaries, we
have to obtain the data manually at present.

3 This dictionary was used only when a word had no
entry in the former dictionary.

word appearing in a Japanese sentence was defined
in terms of its co-occurrent words (the targeted word
itself and the words to its immediate left and right).
They were obtained from eight years (1991-1998) of
the Japanese newspaper, Mainichi Shinbun, and used
as learning data. Each Chinese word appearing in
a translated Chinese sentence was defined in terms
of the co-occurrent words of its Japanese translation
candidates and the Chinese words defined in this way
were used as learning data. In the next section, we
explicitly describe the construction of the learning
data and the coding method used to transform it
into inputs for the SOM.

3.3 Data coding

Suppose we are given a Japanese-Chinese translation
pair of sentences:

Ji,J2,0 0 Im
Cl:Jll/"'/Jlnu : C Jnl/ /nnn
, where the J; (i = 1,---,m) are the Japanese words
forming the Japanese sentence, the C; 1 =1,---,n)

are the Chinese words forming the translated Chinese
sentence, Ji; (i =1,---,n, j = 1,---,n;) is the jth
translated Japanese candidate for C;, n;(1 < n; <
t) is the number of candidates for C;, and t is the
maximum number of candidates (¢ = 5 in the paper).
Word w; (= J;) of a Japanese sentence is defined
by a set of co-occurrent information:
(z)}

wi:Jiz{agi)7f1(i)7"'7 a (6)

i

() is a co-occurrent word of Ji, f](i) is the

normahzed (i-e., Z]O‘;l f}') = 1) co-occurrence fre-
quency, and «; is the number of words co-occurring
with J;. Word w; (= Cj) of a translated Chinese
sentence is also defined by a set of co-occurrent in-
formation:

where a;

wj = Cj = {Jj1, - Jjm; } = {a(J) f1(])a" (J) ,f9)

| @
where agj ) is a co-occurrent word of either or severals
of Jji, -, Jjni; fz.(J ) is the normalized co-occurrence

frequnecy (it will be the summation of the frequen-
cies when occuring with severals), and «; is the num-
ber of words co-occuring with J;.

Since the Chinese words are also defined in terms
of co-occurrent Japanese words, there is no need
to distinguish between Chinese and Japanese, and
it thus becomes possible to apply all existing cod-
ing methods for self-organizing monolingual seman-
tic maps. In this paper, the semantic distance d;;
between any two words w; and w; appearing in a

—



SAvA

AVAVAVAVAVAVAVAVAYY
AWVVX
A

A
XVVVVVE
/\/

FAYAVAVAVAVAVAVAVAVAVAVA
AVANAVIVAV\AVAVAV)VAV)V.

AVAVAVAVAVAVAVAVAVAVAVAVAY

‘ =8 A

UMN&&&&A&&&@N
\VAVAVAVAVAVAVA

LN NN NN

/s
\/
A
o

RVAVAVAV,

Figure 2: self-

organization.

Semantic map obtained by

translation pair of sentences is calculated by the fol-
lowing frequency term-weighting method:

Fi—Fi)+(F=Fi) o
di; = % ifi#j
N . 8)
0, otherwise,

where F; and F} are expansions of o; and oj, the
numbers of co-occurrent words of w; and w;, respec-
tively, and Fj; is an expansion of ¢;;, the number
of co-occurrent words that both w; and w; have in
common. The expansion are obtained as follows:

T=0Q

Fi=) fi) and Fy= ) 7, (9
z=1 z=1

T=c;j

where fz(i) is the co-occurrence frequency of word w;
and its co-occurrent word at, and f{? is the co-
occurrence frequency of words w; and w; and their

co-occurrent word al” (x =1,---,;). As a result,
we can define a correlative matrix D with the dis-
tance d;; as its element. Each word w; is thus coded
with the elements in the i-th row of the correlative
matrix D as

V(w;) = [dir, din, -+, din] " (10)
where N is the total number of words appearing in
the translation pair of sentences (i.e., N = m + n),
and V(w;) € RV is the input to the SOM.

Table 1: Word alignment results obtained from the
semantic map

Japanese Chinese  Correct answer
IREE:. CREF -

J: by C:A=H C:lE
Js C:Hf -
JAK C:AK CAEH

J:R R C:H=H CHE
J:ERFfR C:H#fX C:H¥fR
JEE C:HiE CA=H¥
J:% C:, -
J: SR C: R C: R
J:L T C:Hf -
J:nzg C:\[LA -
J.z 2 C:EH -
J: % C: -
J:50h CEH CEH
J 7 C:\[LA C:HJLA
Ji C. C:.

4 Experimental Results
4.1 Data

Word alignment experiments were performed for ten
translation pairs of sentences. The learning data was
obtained in the way described in Sec. 3.2. Consid-
ering the translation pair of sentences given in Sec.
3.1 as an example, the number of words was N =
m + n=16+15=31, the total number of co-occurrent
words was 62,627, and the number of different co-
occurrent words was 22,077. Among the 31 words,
the period symbol (“, ”)* had the largest number
of co-occurrent words (4,180), while the word “9 »
237 in the Japanese sentence and the comma, “, ”
in the translated Chinese sentence had the smallest
numbers of co-occurrent words (5 each).

4.2 SOM

We used an SOM consisting of a 13x13 two-
dimensional array. The number of input dimensions,
N, was 31, the same as the number of words to be
mapped. In the ordering phase, the number of learn-
ing steps, T', was set to 10,000, the initial value of the
learning rate, a(0), was set to 0.1, and the initial ra-
dius of the neighborhood, o(0), was set to 13, equal
to the diameter of the SOM. In the fine adjustment
phase, T was set to 100,000, a(0) was set to 0.01,
and 0(0) was set to 7. The initial reference vectors
m;(0) consisted of random values between 0 and 1.0.

4 Although there is actually no need to align period
symbols between sentences, this step was not omitted
because the sentences were processed mechanically.



Table 2: Baseline word alignment results

Japanese Chinese  Correct answer
TR CHEEE -
Jhy7 CREHE C:lE
Js C:Hf -
JAK CH{EE CHEE
J:pR C:H#fR CHE
J:ERFfR C:H#fR C:H#fR,
JEE C: VR CHA=H
J:% C:Hf -
J: SRR C: Rk C: R
J:L T C:Hf -
J:n3g C:m[LA -
J.2 & C:ER% -
J:% C:HE -
IO CERE C:EH
Jg7 C:\[LA C:HILA
Ji C: C:.
4.3 Results

Figure 2 shows the semantic map for word align-
ment of the translation pair given in Sec. 3.1 as
an example. Here, the words tagged with “J” are
Japanese words from the Japanese sentence and the
words with “C” are Chinese words from the trans-
lated Chinese sentence® . From the map, we could
obtain the word alignment results listed in Table 1
by focusing on each Japanese word and choosing the
closest Chinese word to it® . The correct answers are
also given in the table. From this table, we can see
that [1: {5, C: 6,1 : BEFE, C: BEFY], [J: SRE, C:
R, [T D00%%0, C: FH[J: €/, C:RLA), [T,
C:, ] were aligned correctly. Among these pairs, in
the case of [J: 2%, C:&H] and [J: €7z, C:RILA],
the Japanese word and the Japanese translation can-
didates for the Chinese words have different surface
representations. The other alignment results are in-
correct in the strict sense of the word. Among these
apparent mistakes, however, there are some interest-
ing results. For example, for the Japanese word “J:
", although “C:{&8{” was aligned as the closest
Chinese word, the semantic map shows that the sec-
ond closest Chinese word is actually “C:¥§4”. That
is, if we had included the second closest candidate,
we would have obtained the correct answer. Simi-

5 Because both Japanese and Chinese use Chinese
characters, it is necessary to use such symbols to dis-
tinguish between languages.

% These results were obtained by only selecting the
Chinese word closest the Japanese word. If the second
closest or third closest words are also used, the word
alignment results can include multiple candidates.

— L
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Figure 3: Semantic map by PCA.

larly, for “J: kv 7” its second candidates is “C: fx
", a correct answer. Also, the incorrect alignment
results, [J:Z &, C:/FH] and [J:%, C:. ] were due to
the fact that there are no Chinese words (or at least
none appearing in the sentence) that correspond to
these Japanese words. Another problem was incor-
rect alignment caused by the inconsistency of word
segmentation between the Japanese and Chinese sen-
tence, as in the case of [J:f%E:, CHEE%E]. None of
these problems can be resolved by only applying the
word alignment technique.

Table 2 lists the baseline word alignment results,
which were obtained by focusing on each Japanese
word and choosing the Chinese word with the small-
est semantic distance d;; which was calculated by
Eq. (8). From this table we can see that [J : 9 2%
b, C: YRX] was incorrect, while “J : 2 0%0” was
correctly aligned by using the semantic map. Also,
although incorrect results were obtained both for the
semantic map, such as [J:B&, C{&H¥] or [J4ZH, C:
H8 K] and for the baseline such as, [J:F&, C:R¢f{]
or [J4&H, C:RX], the results for the semantic map
were somewhat correct in meaning, whereas those for
the baseline were totally wrong. If we see the second
candidates, we can know that the second candidates
of “J:EK” and “J: b v 7 are “C:{4¥R%” and “C:Kf
f” which are incorrect. We can thus say that the
method using the semantic map performed better
than the baseline method.

Figure 3 shows the word-alignment semantic map
obtained by principle component analysis (PCA). By



comparing it with Figure 2, we can see that the re-
sults obtained by PCA would be worse than those ob-
tained by self-organization. For example, the pair [J:
2033, C:FHY), which has different surface repre-
sentations, could not be obtained by PCA. “J: B{&”
also could not be correctly aligned even if the second
closest candidate were included. In addition, words
tend to cluster together in certain areas and the to-
tal disposition of the words is thus imbalanced, which
detracts from the semantic map’s features of visibil-
ity and continuity. We also tried to use hierarchical
clustering for word alignment. The results obtained
were slightly worse than those obtained with the self-
organizing semantic map. For example, [J: 272%D,
C:F&H] also could not be correctly obtained with the
clustering method. Moreover, because we could not
know the semantic distance between words within a
group, we could not easily obtain second closest can-
didates as we could with the semantic map.

5 Conclusion

This paper has proposed a novel word alignment
method designed to provide a meaning-based ap-
proach. The effectiveness of the proposed method
was confirmed through small-scale experiments. In
our future work, we are going to conduct numerical
evalution through large scale experimental compari-
son with existing methods. We also plan to develop
a word alignment technique for practical use by inte-
grating the proposed method into existing systems.
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