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Abstract e Semantic suitability
This paper proposes a new method of To reflect authors’ intentions precisely, these
ranking near-synonyms ordered by their paraphrase systems replace words, which are
suitability of nuances in a particular con- semantically ambiguous or inadequate, to ones
text. Our method distincts near-synonyms which are suitable for their contexts.
by semantic features extracted from their ~ Almost all known authoring / revision support sys-
definition statements in an ordinary dictio- tems aim at syntactic suitability or readability, while

nary, and ranks them by the types of fea-  researches of the third type of paraphrasing, which
tures and a particular context. Our method ~ handle semantics, are very rare.
is an initial step to achieve a semantic Let us consider a kind of authoring support sys-
paraphrase system for authoring support. tem, which first presentsear-synonyms (words

1 Introduction counted among the same semantic category) of a

Most h i i hrasi . target word in an input sentence. Then, based on
ostresearches on automalic paraphrasing aim fee . choise, the system paraphrases the target word
ther at document modification for a wide rang

S0 the selected one with keeping syntactic and se-

Ofé\lti. appll(z:gtcl)c:)Lns gSh'rgl. et al, 19?18; -r_omuromantic consistency through paraphrasing. Espe-
and Lytnen, ), at reading comprehension SuI%’ially for semantic consistency, it is important to

port (Inui and Yamamoto, 200.1) ; or at tranSforma'express semantic differences between paraphrased
tion based on externa! CO”S”"?"W‘S (Dras, 1.998)' Ovr\}ord pairs clearly. If fine-grained meanings of all
the other hand, authoring / revision ;upport is know ear-synonyms (not only a paraphrased pair) can be
as anotherftype of paraphrasing which targets at t("\X(—%ﬁtracted at a time, the system would be able to
In preparation. However, th_ere are not so many re|o'resent semantically suitable near-synonyms. Based
searches of such paraphrasing.

. . . on this idea, this paper proposes a new method of
Paraphrase systems which aim at revising doc Paper prop

¢ be classified into three t i lIJé\nking Japanese near-synonyms ordered by their
ments can g ¢ a_SS' |e Into three types. suitability of nuances in a particular context. First,
e Syntactic suitability

: ) _ this paper describes an overview of the method in
This type of systems points out spelling Orggction 2. Next, Section 3 shows the classification
grammatical mistakes and.corrects them, suchy fine-grained meanings of a word and a method
as a grammar checker (Heidorn, 2000). of extracting those fine-grained meanings from a

e Readability definition statement of the word, to identify se-
Similar to reading comprehension supportmantic differences between near-synonyms. Then,
this type of paraphrase systems aims tGection 4 presents our method of ranking near-
simplify difficult / complicated sentences orsynonyms using fine-grained meanings described in
phrases (Suganuma et al., 1990; Inui angection 3. Finally, this paper shows conclusion and
Okada, 2000). further works in Section 5.



2 Overview of our method of preferential classified them into 35 types and proposed an on-
presentation tology for describing their differences formally.

Though some word processing applications (e.g. Edmonds implemented I-Saurus, a prototype im-
Microsoft Word) have a function of showing near-plementation of this ontology, to achieve a lexical
synonyms of a word, it is not easy to choose thehoice in machine translation and denoted the effec-
most adequate word from the near-synonyms b#veness of differences between near-synonyms for
cause they are not ordered by their semantic simila& lexical choice. Though, there is a crucial prob-
ity or suitability. Also, a simple replacement fromlem that he did not mention how to obtain those dif-
a word to one of its near-synonyms is very dangefferences automatically. Against this problem, our
ous, because there are some differences between thethod extracts such differences by using definition
words in their modification rules and in their fine-statements for each near-synonym. Although (Fu-
grained meanings. jita and Inui, 2001) has already focused on using
Against these semantic problems, we propose definition statements in order to determine a pair of
new method of presenting near-synonyms ordergtear-synonyms whether one can be paraphrased to
by their semantic suitability in a particular contextthe other or not, it was only a kind of matching be-
When a target word is given from an input sentencdyeen two statements and did not identify individ-
first our method obtains all near-synonyms of theial features in each statement. Therefore, this paper
target word from an existing thesaurus, and differerdefines three types of semantic features as follows,
tiates them semantically by features extracted fronvhich can be extracted from definition statements:
their definition statements. Next, our method ranks
those near-synonyms by relations between the type
of features and the context of the input sentence. Fi-
nally, the ranking of near-synonyms are presented
with information of variation in the original sen-
tence for each near-synonym. This process enablese Denotation, which can be paraphrased to ‘nu-
the user to choose a word suitable for the input con-  ance’, is defined as “the thing that is actually
text, and helps prevention of semantic variation (or  described by a word rather than the feelings or
redundancy / loss) in paraphrasing. ideas it suggests” ihongman web dictionaty

3 Semantic differentiation between In this paper, this feature is defined as a mean-
near-synonyms ing included in a word, which partially qualify

. . . . the core meaning. Itis similar to a denotational

As the first step to realize the preferential suggestion .
: P , constraint in (Edmonds, 1999).

of near-synonyms, we identify fine-grained word
senses of near-synonyms in order to differentiate e Lexical restriction of a word is a constraint on
them semantically, by using sentences written in an  the range of co-occurrence of the word. This
ordinal dictionary definition statementg and word feature is almost the same as a collocational
co-occurrence information extracted from large cor-  constraint in (Edmonds, 1999).

ora.
P An example of these features is shown in Figure 1.

3.1 Fine-grained word senses We divide our method into two steps to extract

Thgre are some researches. which _deé_ll with f'n%'ach feature from a definition statement. First, we
grained word senses for a lexical choice in Ianguag&tract a word defined as a core meaning and all
gézneragon (Dll\/rl]?rcolet alf 3993; Edmondql;, 1999)other content words (in Section 3.2). Then, the ex-

monds roughly classified semantic di erenCeiacted words except the core meaning are classified

bejtweeln g'?far-synor}yms nto fou:c categories: denﬂito denotations or lexical restrictions by using each
tationa .( IETence In huances ot Near-synonyMsy,_,ccyrrence information obtained from large cor-
expressive (in attitudes or emotions), stylistic (in, .. (in Section 3.3)

formalities or dialects), and collocational (as idiom
or in co-occurrence restrictions). In addition, he ‘*http://www.longmanwebdict.com/

e Core meaningindicates the basic sense of a
word. All near-synonyms in a category must
always have the same core meaning, such as
the name of the category which they belong to.



Shod Step 3. Give aword as a “provisional” core mean-

Word: %k saikon T S .
(rebuilding of shrines / temples) ing if ¢ is classified into the same semantic
g P category as.

Definition statement

[whtl - (A AR CET = L, Step 4. Extract all semantic labels, which are as-
jinja (shrine)bukkakutemple)wo signed to all content words exceptas fine-
(OBJ)tate (to build) naosu(to repair) grained meanings.
koto (matter) Step 5. Recursively apply Step 2—4 to the definition
(To build a shrine or a temple to repair. statement ot until no core meaning is ex-

Core meaning % C tate (build) tracted from the definition statement.
Denotation: [E3" naosu(repair) Step 6. Define: extracted at last as the “true” core
Lexical restriction:  ##tt: jinja (shrine) meaning ofe.

(L[ bukkakutemple) According to this procedure, some fine-grained

meanings could be extracted from stop words. Thus,
. _ ] we give a semantic weight to each fine-grained
3.2 Extraction of fine-grained word senses meaning, by the reciprocal of its occurrence prob-
In this paper, we assume that a definition statemegpility in all definition statements. These weights
of a word (hereafter aentry) in a dictionary con- can distinct true fine-grained meanings from ones
sists of four types of materials as follows: extracted from stop words.
e Core meaningis a word which exactly de- A result of this method is shown in Figure 2,
scribes a particular semantic category whickyhere the bold numbers show their categories and

Figure 1: Features in a definition statement

the entry belongs to. the italics show their weights.
e Fine-grained meaningsemantically differen- Yy
ciates the entry from its near-synonyms. It Word: [394] f& saikon
is defined as a core meaning of some content (rebuilding of shrines / temples)
words in the definition statement. Fine-grained Core meaning
meaning can be divided into “denotation” or [394] % T % tateru(to build)
“lexical restriction”. Fine-grained meaning
e Stop word indicates a content word which [727a] #tt jinja (shrine:5687)
commonly and frequently appears in any def- [940c] 1A P4 bukkakutemple:6184
inition statement. [277b] 54~ naosu(to alter: 1441
e Others include function words and symbols. [277¢] 579" naosu(to recover:2359

[392] & ¥~ naosu(to repair: 7494
[417a] 57" naosu(to get right:3703
[811] Z & koto(matter:30)

According to this assumption, the “core mean-
ing” and “fine-grained meanings” of an entry are
extracted from a definition statement, using of
Kadokawa thesauru®hno and Hamanishi, 1981) _. . . :

. o _ Figure 2: Example of extraction of core-meaning
A procedure of this method is given as follows: . . .
. .and fine-grained meanings

Step 1. For each morpheme in the morpheme dic-

tionary ofChaSer(Matsumoto et al., 2002), 3.3 Classification of fine-grained word senses

a Japanese morphological analyzer, add after obtaining features in Section 3.2, our method

label of a semantic category iadokawa classifies fine-grained meanings into denotations

Thesauruswhich the morpheme belongs to.and lexical restrictions, according to the following
Step 2. Assign semantic labels to each morpheme freuristics:

a definition statement of an entey by ap- e If a word w includes a denotatiod, w seldom
plying ChaSerto the statement. co-occurs with any word whose core meaning
2Kadokawa thesaurusemantically categorizes 57,130 en- is d. For example, one possible paraphrase of a

tries into 2,924 categories and each entry has a definition state- gantence
ment. .
He is extremelangry.



. EANY
'S He isenraged Word: [394] ﬁ@_ saikon'
where the wordextremelyis deleted, because .(re.bundlng of shrines / temples)
enragedhas a denotationextremely if angry ~ Denotation " o
is defined as the core meaningesfraged [277b] iF9” naosu(to alter: 1.49
. . . [392] B9~ naosu(to repair:4.19
o |f w involves a lexical restrictioh, w often co- . ———
. o Lexical restriction:
occurs with words whose core meaning.isor

example, “aancid butter” is more appropriate [727a] il jinja (shrine:851§
than “arottenbutter”, becauseancid has a lex- [940c] {£,[&] bukkakutemple:5859

) o . [277c] 1E 9 naosu(to recover:3504)
ical restriction ‘bily or fatty food, while rotten [417a] 4 naosu(to get right:2139

does not. o o [811] = & koto(matter:15)
Based on these heuristics, our method classifies fine
grained meanings of an entry as follows: Figure 3: Classification example of fine-grained

Step 1. Assign semantic labels to all words in cormeanings
pora (consisting of 1.93 million sentences, _ . _
including newspaperdand novel$). 3.4 Evaluation and discussions

Step 2. Obtain co-occurrence frequencies of alVe applied these procedures to all 57,130 entries in

pairs between a word and a semantic labdfadokawa thesauru@,924 categories). As aresult,
of a neighbor word from the corpora. 36,434 entries, which consist of one core meaning

and 0 or more fine-grained meanings, and 1,857 en-
tries, which has no core meaning but is refered as a
core meaning to other entries, were obtained. One
entry has 4.7 denotations and 5.1 lexical restrictions

Step 3. Delete the entry from the thesaurus ié
does not appear in the corpora at all.

Step 4. For each fine-grained meanijfigf e which
belongs to a semantic categary compute

. on average.
co-occurrence probabilities To evaluate our methods, we compared the results
P(f,C) = 2illsif (1) of automatic extraction against manually extracted
22 N, ones for randomly selected 50 entries. Table 1 shows
P(f,e) = % (2) theresult of extracting core meanings, and the result
¢ of the classification is shown in Table 2.
wheres; is a near-synonym of, n,; is the number of entries
co-occurrence frequency between a ward corrects 40
and a labeb, and N, is the frequency of. errors 10
Step 5. Remov¢ if P(f,C) = 0. (direct) (4)
Step 6. Defing as a denotation iP(f,e) = 0. The (indirect) (6)
weight of the denotation is the product of precision 80 %

P(f,C) and the weight of.

Step 7. Defingf as a lexical restriction iP(f, e) #
0. The weight of the lexical restriction is the ~ Failure results of extractions of core meanings ap-
product of 2. and the weight of. peared in the following cases; a core meaning in

. PO) e a% definition statement does not belong to the same
Figure 3 shows an example of classification abou . i
Semantic category as the entry; the correct core

the word Ssaikon(F#%kE)’. In Figure 3, under-lined L : . . .
meaning involves negative expressions in a defini-

features are the results of word sense disambiguatign
T lon statement; or two or more near-synonyms are
and elimination of stop words.

appeared in one definition statement. Therefore, the

Table 1: Result of extracting core meanings

Mainichi Shimbun CD-ROM extraction of core meanings needs to be estimated
http://cl.aist-nara.ac.jp/lab/resource/ . . . . .
cdrom/Mainichi/MS.html without relying on their semantic categories, that

4Aozora Bunkdittp://www.aozora.gr.jp/ is, with other information such as modification re-



result

denotation| lexical restriction| "ecall [%]

denotation 56 13 81.2

answWer | jexical restriction 22 20 476
precision [%] 71.8 60.6

Table 2: Result of classification

lations of a definition statement. denotations of each near-synonym have to be com-
Table 2 shows that both the precision and thpared not only with the input context but with deno-

recall of the classification into lexical restrictionstations of a target word. Our method determines the

are worse than the ones of denotations. A sparggopriety of paraphrasing between a target word

data problems could cause it. In our classificatioand its near-synonyrs; for each denotatiod;; of

method, if a feature of an entry does not co-occus;, with the following cases:

with the entry, the feature is classified into a denotacase 1. No denotation appears in neitharor s;:

tion or deleted, even though it is expected to be de- = w can be directly paraphrased4p

fined as a lexical restriction. It would be improvedcage 2 4 has a denotatiod,, equivalent tad;;:

by increasing domains and the size of corpora, or by = w can be paraphrased $pon the sense
using information of modification relations just as of dj;.

the extraction of core meanings. Case 3.d,, does not match with any;:

4 Preferential presentation of = w can be paraphrased #p with adding
near-synonyms d,, to the input sentence.

We secondly propose a method of ranking neaf<2S€ 4.di; does not match with any,,: _
synonyms by using information derived in Sec- (@) if d;; can be covered with a neighbor
tion 3. Though (Edmonds, 1999) proposed a ranking wordw’ of w in the input sentence:
method for lexical choice by using information of = w can paraphrase g with deleting
fine-grained meanings in I-Saurus, it requires more w' from the input sentence.

detailed information than the one which can be ex- (b) if di; can not be covered with any words
tracted from a definition statement. Thus, this pa- in the input sentence:
per proposes a ranking method as follows: when = w can not be paraphrased4p

a target word in a sentence is given, our methofh Case 3 and Case 4a, some arrangements (addi-
obtains all ngar-synonynﬁsaf the target word and tion / deletion of words) to the input sentence are
their semantic features. Then, our method ranks thzeded. Our method presents these information with
near-synonyms with respect to their suitability bethe presentation of near-synonyms rankings (in Sec-
tween the input context and features of each neagon 4.3).

synonym. Additionally, if a paraphrase to a near- According to these cases, the total denotational
synonym causes neighbor words in the input sercores, of s; is defined by

tence to arrange in order to keep semantic consis- B

tency, our method adds such information to the near- Sa = ;pWJ 3)

synonym when the ranking is presented.
ynony gisp whereWV; is the weight ofd;;j (one of the denota-

4.1 Comparison between denotations and tions ofs;) and

contexts 1 (inCasel,?2,4n
“Denotations” can appear in any word, including p=<¢ 0 (inCase3
a target word in an input sentence. Therefore, all —1 (in Case 4b

*There are sometimes two or more core meanings in or||é|0te that Cas_e 3 gives no We'_ght’ because the case
semantic category. We treat whole core meanings as the exactipes not consider any denotationspbut compares
same meaning here. only betweenl,, and its context.



4.2 Comparison between lexical restrictions 4.3 Ranking method

and contexts This section describes our method of ranking near-
“Lexical restriction”, the other fine-grained mean-synonyms with respect to the scores defined in Sec-
ing, is the feature which notably often co-occur withtion 4.2 and Section 4.1, which is the aim of this
its target word, as described in Section 3.3. In facpaper. The criterion of ranking is simply the sum of
however, a word which often co-occurs with a targehormalizedS,; and.S,°. Our method presents near-
word does not have to belong exactly to one of theynonyms according to their ranking, and if neces-
lexical restrictions of the target word. They couldsary, information of arrangements to an input sen-
be the “similar” words. Therefore, it is necessary taence (extracted in Section 4.1) are shown with each
compute the similarity between a lexical restrictiomear-synonym.
and a context in order t_o compare them. 4.4 Anexample

The thesaurus used in our method has a tree Strl’_\ﬁ/’hen an input sentence is

ture and each entry belongs to the node at 4 or 5 in
depth. The similarity can be defined by a heuristic SFEdTET
approach that any two words are semantically inde- ~ t€ra (joss houseyvo (OBJ)tate (to build)
pendent if the depth of their root node is less than naosu(to repair)
3, such as the categories between [588] “rebels” and ~ (Someoneebuilds a joss house.)
[506] “private and public”. Hence, our method de-and the word & T (%) (tate(ru), to build)” is given
fines the similarity between a lexical restriction as a target, the semantic labels assigned to each con-
and a semantic labe} of a word in an input context tent word in the sentence are

as follows: dep (root(vi, 1)) x 4 < tera [727b]temple
sim(vi,qi):logQ( b 04 ) (4) #Ttate [394] to build

dep(v;) 4 dep(g;)
whereroot(a, b) is the root node of the minimum E9" naosu(277b] to alter. [277c] to recover
[392] to repair [417a] to get right

subtree which includes bothandb, anddep(a) is
the depth ofz in the thesaurus. and 24 near-synonyms tfteruare extracted. Then,
To determine the score of a lexical restrictionour method computes,; and S, for each near-

AN

there is another problem. An input sentence has Se¥%nonym. For example, the scores of a worg &k
eral content words outside of the target word, a”?saikon rebuilding of shrines / temples)”, which in-

some of them belong to several semantic categorigg,qes features shown in Figure 3, are given as fol-
because of their ambiguities. Also, the target worgs-

often has two or more lexical restrictions. Thus,
each lexical restriction must select a semantic label
which has the highest similarity with the lexical re-
striction from the input sentence. Against the prob-
lem, first, our method computes the similarities of all
possible pairs which consist of a lexical restriction
and a semantic label extracted from the sentence.
Then, our method extracts pairs in descending or-
der of the similarity with no overlap in any category S, (the score in lexical restriction)

or any lexical restriction. For the lexical restrictions afaikon [277¢] (to

Based on this process, we can compute the total  acover: 3504, [417a] (to get right: 2135,

scoreS, of each near-synonym; of a target word [727a] (shrine:8518, [811] (matter: 15) and
w in an input sentence, with all extracted pairs of a [940c] (temple:5859 could be obtained, then

lexical restrictionv; and a semantic labej; in the the extracted pairs and their similarity are cal-
input sentence by culated as follows:

Sv =2 (W - sim(vj,q;)) 6 — |
F I_Each score has to be normalized because the plagg of
wherelV; is the weight ofv;. far differs from that ofS.,.

e Sy (the denotational score)
For the denotations ofaikon [277b] (to al-
ter: 1.45 and [392] (to repair4.19 could be
obtained, where the italic numbers show their
weight. They match to the labels in the word
naosy thus S, of saikonis 5.64 and the word
naosuis given as a deletion information.



lexical o ambiguity of NAP [%]
restriction context similarity target word our method non-
[277c] & [277c] 1.00 (sentences)| Sy | S, | Sq+ S, | ordered
[4173] & [4174] 1.00 distinct (21)| 74.2| 63.8 71.2]  60.0
[7274] & [727b] 0.68 vague (19)| 48.8| 48.3 51.0| 421
[811] < [392] —1.00 both (40)| 62.8 | 56.9 62.2| 52.0
[940c] & [277D0] —1.32

Therefore,S, of saikonis calculated as 3682. Table 3: Average precision of ranking

Finally, by computing.S; and S, of all the  niost of failure results are caused by the follow-
other near-synonyms, our method ranks the neafig cases: incorrect core meanings or fine-grained
synonyms and presents them as shown in Figure 4yaanings were extracted in Section 3; adequate re-

In Figure 4, the first 9 near-synonyms can be pargsiions between a near-synonym and an input con-
phrased from the target word appropriately. Howgeyt could not be identified because of the ambiguity
ever,saikonis ranked next tdushincontrary to our of neighbor words in the input sentence; or the se-
expectation that it would be ranked as the first, b antic range of the label of a denotation or a lexi-
causesaikonand the fifth wordsaikenhas the same ¢4 restriction is too wide to express the fine-grained
orthography, and thus the co-occurrence informatio,;p]eaning of the near-synonym clearly.
qf saikon_is imprecise by mixture with the informa- |, addition, Table 3 shows that the average preci-
tion of saiken sion by onlyS, is worse than the one by onlg. It
4.5 Evaluation and discussions could be caused by the low precision of classifica-
To evaluate our ranking method, we randomly extion into lexical restrictions and by the inadequacy
tracted 40 sentences from corpora and applied oily the measure of similarity described in Section 4.2.
method to a certain word in each sentence. Also, foio improve those problems, another measure such as
each case, we manually selected all near-synonyragmantical similarities without using a structure of a
which can be paraphrasedWe evaluated the rank- thesaurus is needed. Also, we would learn from a
ing results of our method by the measure of nonmethod of lexical choice with knowledge about col-

interpolated average precision (NAP): locational behavior (Inkpen and Hirst, 2002).
1 i—1 Though we have not discussed the evaluation of
NAP = = Z 71 (1 + Z Zk) (6) the propriety of arrangements to an input sentence,
i=1 k=1 it seems that the information of addition often occurs

whereR is the number of near-synonyms which canimprecisely, against that the information of deletion
be paraphrased; is the number of presented neargppears infrequently but almost correctly, because,

synonyms, and in our method, all denotations of a target word are
1 if a near synonym in rankcan be given as the information of addition when they do

2 = paraphrased not match with any denotation of a near-synonym.
{ 0 otherwize Therefore, we must define the importance of each

Table 3 shows the result addition information and to present selected ones.

Table 3 shows that our method is remarkably ef5 Conclusion and future work

fective for the judgement of semantic suitability ofrhis paper proposed a new method of preferential
near-synonyms if a target word is not ambiguousyresentation of Japanese near-synonyms in order to
However, the average precision is worse for ambigyreat with semantic suitability against contexts, as a
ous words, thus it is |mpor_tant to disambiguate thosgst step of semantic paraphrase system for elabo-
target words before applying to our method. ration. We achieved the effectiveness of using def-
"For the criterion if a word can paraphrase to another or nothition statements for extracting fine-grained mean-
we dissemble any addition / deletion informations. That iS, W@ngs especia”y for denotations_ Also the experi_
assume that a word can paraphrase if the paraphrased sentencen',[aI results showed that our metho,d could rank

has the same meaning as the original with some changes to thee )
context. near-synonyms of an unambiguous word for 71%



1. %55 fushin (HIBR: E7) (deletenaosy 6. #iid chikuzo
(Construct or repair a house / a temple / a road) (Build or construct)
AN

2. & saikon  (HIER: 597) (deletenaosy 7. T3 tateru
(Rebuild a shrine / a temple) (Build)

3. f&%E shuchiku (HIF%: E9) (deletenaosy 8. #t< kizuku
(Repair a house etc.) (Build)

4, 757 konryu 9. #&t¥E kenzo
(Build a chapel / a tower of a temple) (Construct a buildiing / a ship)
ST A

5. FJ&t saiken 10. Z:THE L tatemashi

(Rebuild or Reconstruction)

(Add to a building)

Figure 4: Result of preferential presentation td#ra wo tatenaosu:

in accuracy by non-interpolated average precisiomiroko Inui and Naoyuki Okada. 2000. Is a Long Sen-

about 10 points higher than non-ordered.
We have discussed only the initial step of the elab-
oration system, thus one of our future work is to

tence Always Incomprehensible?: A Structural Anal-
ysis of Readability Factors. Information Process-
ing Society of Japan SIGNotes Natural Language
135(9):63-70. (In Japanese)

handle syntactic and semantic constraints on actu@bntaro Inui and Satomi Yamamoto. 2001. Corpus-

paraphrasings after applying this method.
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