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ABSTRACT

Named entity recognition isimportant in sophisticated informetion
service system such as Question Answering and Text Mining since
mogt of the ansiver type and text mining unit depend on the named
entity type. Therefore we focus on named entity recognition modd in
Korean. Korean namel entity recognitionisdifficult snce eachword
of namal entity has not specific features such as the capitalizng
feature of English. It has high dependence on the large amounts of
hand-labded data and the namel entity dictionary, even though
these are tedious and eqansve to areate  In this paper, we devise
HMM basad named entity recognizer to consider various context
modds Furthernore we condder weady supervised learning
technique CoTraining, to conmbine labeled data and unlabded data.

Keywords : Korean Named Entity, HMM, Co-Training

1. Introduction

Named entity(NE) recognition is important for recent
sophisticated information service such as question answering
and text mining since it recognizes the words to present the
core information in text. In particular, the NE recognizer is
important module in the well-known question answering
systems such as FALCON, IBM[3][10]. NE recognizer is
well suited for the recognition of answer type which can be
equd to the NE type or not. Although an answer is not
exactly matched to the NE, these two types can be mapping
toeach other by usng WordNet[3].

NE recognition can be explained with two steps, NE
detection and NE dassfication. Whereas NE detection isto
catch the named entities in the text, NE dassfication is to
dassfy NE into person, organization or location. In Korean,
NE detection is difficult Snce each word of name entity has
not specific features such as the capitdizing feature of
English. It has high dependence on the large amounts of

hand-labeled dataand the NE dictionary, even though these
aretedious and expensiveto cregte.

Inthe case of NEdassfication, NE can be dassfied with
the clues such as inner word and context word. Although
these clue words present the fegture of NE type, it can be
used in detecting the NE since the contained word and
context word can be used in determining theboundary of NE.
However, the clue words can provoke ambiguity to
determinethe NEtype sincevarious NEs can share thesame
due word. Therefore, we devise the satistical model based
NE recognizer which can unify the detection and
classification.

Furthermore, we consider unlabeled data based etistica
learning to extend the initid seed data The weskly
supervised learning technique is Co-Training method. Inthis
paper;, we describe the HMM based Korean NE recognition
and Co-Training method for HMM based boosting.

2. The Problem

NE dictionary is not enough to cover al of the NEssince
there area fewtypes of NEs besides sngleword. We classify
Korean NE into threetypes. Thefirgt issingle wordtype, the
second is compound noun type, and the third is noun phrase
type. The single word type is usudly single noun. The
second type, compound noun, is composed of afew words
and affix. The third type can have grammatica morphemes
besidesnouns. The example is described in Figure 1. It
describes NEs with PERSON(PER), LOCATION (LOC),
and ORGANIZATION(ORG). In each type, second
sentence istheresult of morphologicd andyss.

The example shows the diversity of the Korean NE type.
In the single word type, if the dictionary has the word, then
the NE could be detected essly. However, compound noun
type and noun phrase type require a tremendous number of
entries in the dictionary. Moreovey, in Korean these kinds of
NE types are used differently in each people. Therefore, it



should usethe clue word to recognize NEwhich isshown as
the compound noun or noun phrase type. This due word,
which is context or inner word of NE, can be used in NE
detection and classification, but we found that the dlue word
can provoke another problem which is the ambiguity; thus
different typesof NEs can share the same clue woid. Which
means that the clue word dictionary @nnot be the unique
solution.

Single word type

<ORG> <ORG> <PER> <PER>

<ORG> /c /n<ORG><PER> /nc /nc<PER> hc  ljc

<ORG>jeonnam dae<ORG> <PER>kim - yeong yong<PER> nun

Compound noun type
-11 <LOC> <LOC>
11/nn /nb<LOC>  /c /nc nc /nc<LOC> fic

11 il <LOC>seoul hannamdong hayat grandvolum<LOC> -eseo
Noun phrase type
<LOC> <LoC

/nc<LOC> /Mc  /m /c /v /em /nc<LOC> fic

cafe <LOC>syagal —eui nun -naeri - neun maeul <LOC> -eseo

Figure 1. Named entity example1

Consequently, we suggest three agpproaches for NE
recognition. The firg is feature dictionary based approach
which classify the clue words and generate fegture types of
the context or inner word of NE. The second is atigtical
gpproach which needs named entity tagged corpus and
context model to recognize NE. Thethird is unlabeled data
based boogting gpproach since datidica gpproach, which
needs hand-labeled NE tagged corpus, cannot avoid data
Sparseness.

3. Rdated Works

Statigtica approach in NE recognition can be cdlassfied
into supervised learning and weakly supervised learning.
Supervised learning is based on labded data. On the other
hand, weakly supervised method is the learning gpproach to
combine labded daa and unlabded data From the
supervised learning point of view, the most representetive
research is HMM based NE recognition. It builds various

! nc(noun), pv(verb), pa(adjective), px(auxiliary verb),
co(copula), mag(general adverb), maj(conjunctive
adverb), mm(adnoun), xsn(nhoun -derivational suffix),
xsv(verb-derivational suffix), xsm (adjective -
derivational suffix ), jc(case particle), jx(auxiliary
particle), jj(conjunctive particle), jm(adnominal Case
Particle), ep(Prefinal Ending)

bigram models of NEs and predicts next NE type withthe
previous higtory, lexicd item and NE type. Usng smple
word fegture Bikel shows F-messure 90% in English [4].
Zhou's HMM-based chunk tegger gpproach adopt more
detailed festure than Bikel's, and show Fmeasure 94.3%[5].
In this paper, when we designed festure moded, we followed
the HMM-basad chunk tagger approach considering the
property of Korean NE.

Recently there have been many researches in weekly
supervisad learning technique to combine labeled data and
unlabded data. Co-Training method Blumis most famous
approach to boodt the initid learning data with unlabeled
datgd2]. Blumshowed thet using a large unlabeled data to
boost performance of alearning algorithm could be used to
classify web pages when only a smdl set of labded
examples is avallable[2]. Nigam demondrated that when
learning from labded and unlabeled data, dgorithms
explicitly leveraging a natural independent split of the
features outperform agorithms thet do not[7][8]. Callinsand
Singer showed that the use of unlabeled data can reduce the
requirementsfor supervisonto just 7 smple* seed” rules[9].
In addition to a heurigtic based on decision list learning, they
a 50 presented aboosting-like framework that buildsonidees
from Blun{2].

4. Named entity recognizer

In this paper, we propose the Koreen NE recognizing
methodology. It is based on the festure model, HM M based

satisticd modd and Co-Training based boosting modd.

4.1 Feature modd

NE recognition depends on various clues to distinguish
eech type. The ingde and outside properties of NE could be
the clues which can be composed of afew clue dass. The
classcongigtsof ‘character fegiure’, ‘named entity dictionary
‘inner word', and ‘context word’. It is described in Table 1.
(1) ‘cheracter fegture’ shows the digit or Chinese fegture in
Korean NE Digit feature is used to recognize MONEY,
TIME, and others. (2) ‘named entity dictionary’ means that
we should build NE dictionaries. The dictionaries are
composed of DATE, PERSON, LOCATION, and
ORGANIZATION. (3) ‘innerword’ consists of suffix word
and condtituent word of NE. (4) ‘context word’ is the word
st adjacent to NE. These feature vaues are congtructed
manudly and are used with higtory in annotating NE type.
As stated above, dl the festure dasses have ambiguity since
one festure word can be another fegture type. Therefore, we
cannot recognize NE with only feature dictionaries.



word fegture, we andyze NE examples. From the andyss,

Type Feature value word feaure can be dasdfied into single word and
DIGIT ggjg%im‘:’:‘nbe“ TwoDigitNumber, compound word. Inner feature hasproperty of full string and
DIGIT&LETTER | ContainsDigitAndPeriod, inner word. From the context word festure, we recognized
character g"”tgr'}r_‘SD'g'tA”d"e“e_r three kinds of features such as root, adjacent morpheme and
fecture CHINESE neChinese, Th_reeChlnese, o ) )
COﬂta'nsolnefh'“zseAndLeﬁer no context. The result of analyss is described in Table 2.
ContainsAlphaAndLetter, .
ALPHABET AllCapitalization Findlly, we can build four types of NE context mode suchas
LETTER TreeLetters lexica m fedturem
e — exica modd , feature modd, POS(part of speech) modd and
aity | -PERSON DicPERSON root model.
dictionery | LOCATION DicLOC
ORGANIZATION | DIcORG
PERCENT, SUffixPERCENT Word Single Noun 129 | 64.2 %
MONEY SuffixMONEY, SuffixCURRENCY feature Comound Noun 72 | B8 %
TIME SuffixTIME, PeriodTIME -
inner SUTfiXxDATE, WeekDATE, \m;gr full string 118 | 58.7 %
word DATE SeasonDATE, PeriodDATE,
YearDATE, OthersDATE Feature | Inner word 83 | 41.3%
LOCATION DistrictSuffixLOC, SuffixLOC Left root of a word 14 7.0%
ORGANIZATION | SuffixORG -
CERSON PoSItionPERSON, RelationPERSON, o Right root of a word 64 | 31.8%
JObPERSON Wogge“ Vorphere TeTt adjacent 10 | g5 | 18.9 %
LOCATION ClueLOC Feature |—name entity :
DATE CIUeDATE Morpheme right adjacent to 12 | 55.7 %
woned | _TME ClueTIME name_entity :
word PHONE CluePHONE no context 35 17.4 %
ORGANIZATION | _ClueORG - -
PERCENT CluePERCENT Table 2. Named entity analysis
MONEY ClueMONEY
ADDRESS ClueADDRESS
QUANTITY ClueQUANTITY Wheresas the rule-based gpproach needs enormous hand-

Table 1. Feature type

42 HMM basd statisical modd

NE recognizer should adopt datisticdl modd since it is
impossible to congtruct the dictionary having dl of the NE
entries and moreover, due word dictionary can provoke
ambiguity. For instance, proper noun such as person name
createseveryday. It is unknown word problem. In the fegture
mode, somefeature classes can share the same due words.
Smply, both DATE and TIME can have the DIGIT
character feature. Therefore, we adopt Satistical modd for
NE recognition. For thestatistical gpproach, weconstruct NE
tagged documents, design NE context modd, and suggest
forward-backward view based boogting approach.

We build 300 named entity tagged documents in the
newspaper article domains such as economy, performance
and travel. The labdled datais tagged by using tagging tools.
We attached only NE tags to the text and do not consder
morphologica information because Korean morphologica
tag is various to the andyzer. Furthermore, we build
datigtica information extractor to learn the NE distributional
information. The labeled data is used in condructing NE
datigticd data

To build NE context modd for statistica NE recognizey,
we andlyze 201 NEs in labded documents. From thethree
points of view, word fegture, inner word fegture, and context

cafted rules, statisticd modd hes the advanteges of
smplicity, expangty and robustness in the named entity
model. The most representative gpproach of Satistical model
is HMM based approach. To adopt HMM based modd, we
define HMM gate and build NE context modd which can
cover various NE contextual informetion.

For HMM based agpproach, HMM state should be
defined. HMM ate is the type of NE congtituent. Thus,
S LOC is the state which can be the first lexicd item of
LOC typed named entity. C_LOC is the middle state of the
NE E_LOC isthefina morpheme. Inthe case of U_LOC,
single word is the NE word. For example, location name
“Inchon Internationd  Airport” can be tagged with
“Inchor/S_LOC International /C_LOC Airport/ E LOC”
and another named entity “Seoul’ can be labded with
“Seoul/lU_LOC’. TheHMM stateisdescribedin Teble 5.

The NE context model iscomposed of four typessuch as
morp(morphology), root, POS and fegture. Through this NE
context mode, the statigticd datais learned from the tagged
corpus, and is used in computing probability of predicting
HMM dae to lexicd item In the case of feature type,
“Indiang’ has “DicLOC’” dnce it is discovered in LOC
dictionary and “professor’ is dlocated with “Pogtion-
PERSON” since it is used with position clue word. The
context model and exampleispresentedintable 3.



<i-1> <i> <iH+1>
Type (Indiana) (Gary) | (Birth) | eui (Stigritz) (Professor) nun
NE S NE_E - - NE_U - -
POS Nc nc nc jm nc nc jX
MORP
ROOT Root Root Root - Root Root -
FEATURE DicLOC — — — — PositionPERSON —
Table 3. Context model type
Type View type Statistical Model Example
Pr(si Isi-1,mi-1) c(-, NE_U, eui) / cE, eui)
MORP Forward X Pr(misi,mi-1) X ¢(NE_U, eui, Stigritz) /c(NE U, eui)
Backward Pr(si Isiv, Miva) c(NE_U, -, professor) / c(, professor)
X Pr(mi|si,mi+1) X c(NE_U, Stigritz, professor) / c(NE_U, professor)

Table 4. Forward/Backward model for CoTraining

NE type HMM state
PERSON S_PER, C_PER, E_PER, U_PER
LOCATION S LOC, C_LOC, E_LOC, U_LOC

ORGANIZATION

S_ORG, C_ORG, E_ORG, U_ORG

DATE S_DATE, C_DATE, E_DATE, U_DATE
TIME S_TIME, C_TIME, E_TIME, U_TIME
PERCENT S_PERCENT, C_PERCENT, E_PERCENT, U_PERCENT
MONEY S_MONEY, C_MONEY, E_MONEY, U_MONEY
QUANTITY S_QUANT, C_QUANT, E_QUANT, U_QUANT

Table 5. HMM state for NE context model

We designed the NE context modd with the divided view
types such as forward/backward views which meens left-
right NE context view. In each view type, the probability is
computed with the product of state trandtional probability
and lexica probability. In forward view, state transitional
probability is Pr(S§|S.1, m.1) which predict " HMM state S
with i-1"state S* and morpheme 2, and lexical probatility
is Pr(m|S, m.1) which prediict i morpheme m with i"state $
and morpheme ni™.

In table 4, the state of morphememy “  eli”, thedtate
S, is“NE_U" and next $; is “-*. Which means that sate
trandtional probability can be computed by count(-, NE_U,

eui)/count(-,  eui). Inthe case of lexicd probahility, it
is computed by count(NE U, aui,
diglitz)/count(NE U,  eui). The difference of forwad
view and backward view can be explained with date
trangtional probability. Whereas forward view computes
current State probability with pre-state, backward view
computes current state probability with next-state. Thus
forward view congders left contextual information. On the
other hand, backward view consdersright context.

For the dtatistica gpproach, we build labeled data for
supervised learning and propose four typed NE context

modd which condders Ieft+ight contextud information.
Furthermore, we adopt smoothing model based on the
modified Knesar-Ney smoocthing technique[6] snce HMM
based approach needs smoothing technique for better result.
After dlocating the lexicd probability and sate trangtional
probability to the HMM state which is coupled with the
morpheme of sentence, the recognition is processed by
Viterbi agorithm. Then, NE is recognized in the input
sentence.

4.3 CoTraining based boosting model

Co-Training method ismost famous approach to boost the
initia learning data with unlabeled data In this paper, we
propose the method to gpply Co-Training method to the
HMM based gtatistical gpproach. The main ideaisto divide
view type of the context modd into forward view and
backward view. Simply the forward view’s output, which is
theresult of NE recognition to the unlabeled data, isused for
input data in the backward view and vise verse From the
iteration of the Co-Training procedure, both views could
boost each other, which means thet the both Satistica data
could increese by using unlabded data. HMM  based
CoTraining approach isdescribed in Figure 2.
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Figure 2 HMM based CoTraining approach

(2) CurrentPeath is Forward View, kth rounds
(2) Unlabe ed text random sampling
(3) if CurrentPeth= Forward View
then
(3-1) ForwardView HMM basad NE tagging
dse
(3-2) Backward ViewHMM based NE tagging
endif
(4) extract n-best tagging result
(5) if CurrentPeth = Forward View
then
(5-1) extract Backward View based statitical deata
fromn-best taggin result
(5-2) boost Backward data
(5-3) CurrentPeth = Backward View
dse
(5-4) extract Forward Viewbased Satistical data
fromn-best taggin result
(5-5) boost Forward deta
(5-6) CurrentPeth = Forward View
endif
(6) if this round iskth rounds?
then CoTraining exit
else goto (2)

Figure 3. CoTraining Procedure

The CaoTraining agorithm which boosts HMM based NE
detisical modd is described in Figure 3. Here the procedure
of CoTraining is shown for boosting between divided
datigticad modes. Infirst step, the current view type and the
number of times of learning round are determined(1) since
CoTraining approach, which is basad on feature redundant
principle, divides the learning modd and reflects one
learning result to the other learning model. The next sepis

random sampling of unlabeled text data(2).

After random sampling, the NE statistical data should be
extracted from the sampling data. At thistime the next step
depends on the current view type which can be Forward-
View or BackwardView. If current learning view is Forward -
View, the next gep is forward mode based NE tagging
task(3-1), otherwise, the current learning view is Backward -
View, the next step is backward view based task(3-2). After
thet, from the result of NE tagging, the nth best tagging
resultsare sdected(4) and added to thelearning data.

From the first step till now, NE tagging using unlabeled
datais processed, and the tagging result preparesfor boosting
other view type If CurrentPath is ForwardView(5),
backward view data is extracted from the tagging result(5-1)
and boost backward view data(5-2), and then CurrentPath
change to BackwardView(5-3). Otherwise, CurrentPeath is
BackwardView(5), forward view data is extracted from the
tagging result(5-4) and boost forward view data(5-5), and
then CurrentPath change to ForwardView(5-6). Findly, the
round is checked whether it is over the pre-defined iteration
time or not(6). If it pass the time, the procedure ends,
otherwisetherandom sampling step repests.

5. Experiments

We evaduate named ertity recognition with two kinds of
experiments. One is the peformance of named entity
recognition which unified morp mode and festure modd to
learn datigticd information. The other experiment is about
CoTraining performance.

5.1 Named Entity Recognition Test

Weevduate NE recognition with morp mode and festure
mode since POS datidticd data, which is extracted from
labeled corpus, has some POS tagging error, and root modd
cannot beimplemented dueto the difficult to determinewhat
theroot is. Therefore, in this paper we suggest the eva uation
of the mop modd, festure modd and morp/feature model
considering forward/backward view: (1) mop modd based
forward view [M/F], (2) morp model based backward view
[M/B], (3) morp/feature mode based forward view [M F/F],
(4) morp/feature modd based backward view [M F/B], (5)
morp/feature modd based forward/backwardview [MF/FB],
which combination of forward/backward view is based on
forward-backward agorithm We give 0.93 weight to mop
modd and give 0.07 weight to festure modd. It is optimized
from many experiments.

With 300 NE tagged documents, we train the recognizer
with 270 documents which is compose of 90 economy, 90



Num
of NAME ENTITY TYPE TOTAL
Test
Doc.. PERSON LOCACTION | ORGANIZATION DATE PERCENT TIME | QUANTITY | MONEY | Precision Recall F-measure
WF T270 0.97F 0.82F 0.87F 0.79F 0.97F 0.74F | 0.71F 0.91F | 0.80 0.87 0.84
N30 0.33F 0.47F 0.33F 0.63F 0.71F 0.51F | 0.55F 0.57F | 0.40 0.65 0.49
N10 0.56F 0.75F 0.50F 0.51F 0.21F 0.0F 0.0F 0.0F 0.46 0.70 0.55
M/B T270 0.93F 0.87F 0.85F 0.73F 0.96F 0.68F | 0.71F 0.77F | 0.80 0.87 0.83
N30 0.30F 0.47F 0.31F 0.55F 0.71F 0.32F | 0.50F 0.42F | 0.35 0.63 0.45
N10 0.46F 0.83F 0.47F 0.53F 0.74F 0.0F 0.0F 0.33F | 0.51 0.75 0.61
MF/F T270 0.78F 0.70F 0.68F 0.43F 0.28F 0.54F | 0.33F 0.31F | 0.54 0.74 0.62
N30 0.67F 0.62F 0.57F 0.33F 0.0F 0.44F | 0.44F 0.28F | 0.47 0.64 0.54
N10 0.80F 0.85F 0.64F 0.24F 0.0F 0.0F 0.0F 0.0F 0.54 0.76 0.63
MF/B T270 0.79F 0.68F 0.73F 0.61F 0.94F 0.65F | 0.53F 0.68F | 0.67 0.70 0.69
N30 0.71F 0.55F 0.54F 0.53F 0.97F 0.39F | 0.45F 0.37F | 0.53 0.58 0.55
N10 0.73F 0.71F 0.68F 0.50F 1.0F 0.0F 0.0F 0.46F | 0.69 0.65 0.67
MF/FB N30 0.68F 0.55F 0.62F 0.39F 0.0F 0.48F | 0.27F 0.06F | 0.45 0.58 0.51
N10 0.81F 0.79F 0.73F 0.38F 0.0F 0.0F 0.0F 0.0F 0.60 0.73 0.66

Table 6. Named entity recognition evaluation

performance, and 90 travel artides. Other 30 documents,
which isnot used in training, are used astest data. Test data
has three types such as untrained 10 economical documents
(N10), untrained 30 documentsN30), and trained 270
documents(T270).

The reault of the experiment is described in Table 6 From
theresult, wefind that the best result of economy 10 test data
is morp/festure based backward view(M F/B) type with
measure 0.67 conddering al NE types. If we conddered
only PLO(PersorvLoceation/Organization) type, M F/FB type
is the best with F-messure 0.77. The first reason thet PLO
recognition is better than other typesisthat the PLO trained
data ismoreabundant. Figure 4 showsthat the PLO typeisa
large number in 300 labeed documents. The second reason
isthat the statistical model isnot appropriateto somekinds of
NE types such as DATE, QUANTITY. These type is more
aopropricte when the pattern based approach is adopted. In
the future, we test the NE recognizer with balanced trained
datain eech NE types.
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Figure 4. Distribution of NE types in 300 NE
labeled documents

5.2 CoTraining Tes

We evduate Co-Training for the NE recognition using an
unlabeled economy domain newspaper articles(39480
articles). For the training data, we train the NE recognizer
with 270 labded atides and use 10 evauate articlesastest
data in each Co-Training iteration. In each training step, we
increase the number of the NE labds from the high ranked
NE tagging resultsin proportion to the training data. We test
CoTraining with morp moded which is divided into forward
view and backwardview After 145 iteration, backward view
F-measure decreasss from 0.615 to 0.6, but forward view F-
measureincreases from 0.558 10 0.57.

| Morp Model based Back\nﬂ
Morp Model based Forward
0.63
0.62 [
0.61
06 |
0.59
0.58
0.57
057 W
0.55 f
0.54 r
0.53 f
0.52
1 15 29 43 57 71 85 99 113 127 141
Figure 5. CoTraining result
6. Concluson

Inthis paper, we suggest HMM based NE recognition and



boogting technique. Through this research, we met some
technicd problems such as NE context modd unification,
unbalanced labeled corpus, andboosting degradation. (1) We
consider HMM based NE recognition with four types NE
context modes which are derived from the andysis of NE
labeled data. However, we cannot unify al of the modesin
unique way since the weighted integration of the models do
not guarantee the good performance. (2) Inusing the labeed
data, we meet the problem that the recognition of NEtypes
depends highly on the size of learning data. (3) In HMM

based CoTraining, the test rest shows that high-
performance mode enhance lowjperformance modd but

high-performance model decreasestep by step.

Fndly, we condude thet (1) unification issue of various
context models can be resolved with Maximum Entropy
modd which can combine diverse forms of contextua
information in a principled manner, (2) unbaanced labded
corpus issue may be resolved by gathering contextua
information independently from the labeled corpus. It mekes
it possible to baance learning data in each type, and (3)
degradation of the boosting approach isnot difficultproblem
since the boosting step in each round can be controlled with
pre-test.
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