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Abstract

We presat a new framework for classify-

ing commonnours that extends named-
entity classfication. We useda fixed set
of 26 semantt labels which we called su-
persenses Theseare the labek usel by
lexicograptersdeveloping WordNet. This
frameavork hasa numbe of pracical ad-
vantags. We shav how informationcon-
tained in the dictionary canbe usedasad-
ditional training datathat improvesaccu

ragy in learnng nev nouns We alsode-
fine a morerealidic evaluaion procedure
thancross-validation

1 Intr oduction

Lexical semantidnformationis usefd in mary nat-
ural language processing and information retrieval
appications, patticularly tasks that requre com-
plex inferences involving world knowledge, sud
as quedion answeing or the identification of co-
referential entities (Pasca and Harabagu, 2001
Pustejorsky etal.,2002)

However, even large lexical datdbasessuch as
WordNet (Fellbaum, 1998) do not include all of
the words enounteed in broad-coverageNLP ap-
plications. Ideally, we would like a systemthat
autamnatically extends existing lexical resaircesby
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identifyin g the syntacticand semantc propeties of
unknown words. In termsof the WordNet lexical
datalase,onewould lik e to automaically assignun-
known wordsa postion in the synset hierarchy; in-
troducing new synsesandextendng thesynsthier-
archywhereappropriate. Doing this accuately is a
difficult problem,andin this papemwe addessasim-
pler probem: autamatically detemining the broad
semant class, or superserse to which unknown
wordsbelong.

Systemsfor thesaurus extersion (Hearst, 1992
Roark and Charnak, 199), information extrac
tion (Riloff andJones, 199) or namedentity recog
nition (Collins and Singer 199) eachpartidly ad-
dressthis problem in different ways. The god
in thesetasksis automaically tagging words with
semant labek suchas “vehicle”, “organizaton”,
“person”, etc.

In this papemwe extend the namedentity recagni-
tion apprachto the classfication of commonnours
into 26 different supesenss. Rathe than define
theseourseles, we adoped the 26 “lexicograper
class labek usedin WordNet,which includelabek
suchasperson, locétion, event,quantty, etc. We be-
lieve ourgeneal appraachshauld genealizeto other
definitionsof supesengs.

Using the WordNet lexicographer classesas su-
persaéises has a number of practical advantages.
First,we showhow informationcontainedin thedic-
tionary canbe usedasaddtional training datathat
improvesthesysem’s acairag. Secomlly, it is pos
sible to usea very natuml evaluaion procedure. A
system canbetrained on anearlier releaseof Word-
Netandtestal onthewordsaddedin alaterrelease,



1 persn 7 cognrtion 13
2 communcation 8 pos®ssim 14
3 artifact 9 location 15
4 act 10 subdance 16
5 grow 11 state 17
6 food 12 time 18

attribute 19 quartity 25 plant
object 20 motve 26 relaion
process 21 animal
Tops 22 body
pheromenon 23 feeling
event 24 sham

Table 1. Lexicographer class labels, or supersenses.

sincetheselabels are corstantacrass different re-
leases. This new evaludion definesa realidic lexi-
cal acqusition taskwhich is well defined,well mo-
tivatedandeasilystardardizable

Theheat of our systen is amulticlasspereptran
classfier (CrammerandSinger 2002). Thefeatures
usedarethestandirdonesusedn word-seseclasst
fication and namedentity extradion tasks, i.e., col-
location, spdling andsyntactic context featues.

Theexperimentspresentecbelowshaowv thatwhen
the classfier alsousesthe datacontainedin the dic-
tionary its accuacy improvesoverthatof atradition-
ally trainedclassfier. Finally, we shav thatthere are
both similarities and differencesin the resuls ob-
tainad with the new evaluation and stardard cross
validation. This might suggest that in fact that the
new evaluaion definesamorerealidic task

The pape is organzed asfollows. In Section2
we discussthe problem of unknown words andthe
taskof sematic classfication. In Sectian 3 we de-
scribe the WordNet lexicographer clas®s, how to
extrad training datafrom WordNet,the new evalu-
ationmethodandtherelaion of this taskto named
entity classfication. In Sectin 4 we de<ribe the
experimentalsetup andin Sectin 5 we explain the
averggedperceppron classfier used.In Section 6 and
7 we discusstheresuts andthetwo evaluations

2 Unknown Words and Semantic
Classification

Languaye processirg systemsmake useof “dictio-

naries”, i.e., lists that assaiate words with usefu

information such as the word’s frequency or syn

tactic categyory. In tasksthatalsoinvolve inferences
abou world knowledge, it is usefu to know some-
thing abou the meaningof the word. This lexical

semant information is often modela on what is
found in normaldictionaiies, e.g., that “iri ses” are
flowersor that“exan€ is a solvent.

This informaton can be crudal in tasks sud
as quesion answemg - e.g., to answera ques
tion suchas“What kind of flowers did Van Gogh
pain?” (Pascaand Harabagu, 2001) - or the indi-
viduationof co-rderertial expressions,asin thepas-
sage”... the prerun canbe perfomedwith exane;
... this solvent; canbe consdered..” (Pustepvsky
etal.,20(2).

Lexical sematic information can be extracted
from existing dictionaries suchas WordNet. How-
ever, these resaircesare incomgdete and sysems
that rely on them often encainter unknown words,
evenif thedictionary is large. As anexample,in the
Bllip corpus (averylargecorpus of Wall StreetJour-
nal text) the relaive frequeny of commonnours
that are unknown to WordNet 1.6 is appraimately
0.00%4; an unknown noun occuss, on average, ev-
ery eightsenteices. WordNet 1.6 lists 95,000noun
types. For this reasm theimportanceof issues such
asautamatically building, extendng or customiing
lexical resaurceshasbeenrecagnized for sometime
in compuational linguistics (Zernik, 1991).

Solutions to this probdem were first propcsed
in Al in the contet of story undestarding, cf.
(Grange, 1977) The god is to label words using
a setof semanic labelsspedfied by the dictionary,
Several studies have addresedthe problem of ex-
pandng one semantt catgory at a time, suchas
“vehicle” or “organizatin”, that are relevarnt to a
particular task (Hearst,1992; Roarkand Charni,
1998 Riloff andJones19M). In namedentity clas
sification alarge setof namecentities (prope noung
areclassifiedusing acompehensve setof semantt
labek suchas“organizaton”, “person”, “location’
or “other” (Collins and Singer 1999. This latter
appoachassigis all namedentties in the data seta
semant labd. We extend this apprachto the clas
sification of commonnounsusing a suitable set of
semant clas®s.



3 Lexicographer Classedor Noun
Classification

3.1 WordNet Lexicographer Labels

WordNet (Fellbaum, 1998 is a broad-coerage
machire-rea@ble dictionary Releasel.71 of the
English version lists abou 150,0® entries for all
openclasswords,mostlynouns(109,000types),but
alsoverbs adjectives,andadverbs. WordNetis or-
ganizel asanetwork of lexicalizedconcets, setsof
synaymscalledsyn®ts e.g.,thenours {chaiman,
chaimvoman, chair, charpersa} form a synst. A
word thatbelomgsto several synsetsis ambigwous
To facilitate the developmentof WordNet, lexi-
cographersorganize syrsetsinto severd domairs,
basa& onsyniacticcategory andsemanitc coheence.
Eachnoun synst is assighed one out of 26 broad
catgyories’. Sincethesebroadcategoriesgroupto-
gether very mary synsts,i.e., word serses,we call
themsupesengs Thesuperserselabds thatWord-
Net lexicograghersuseto organize nounsarelisted
in Table12. Notice that sincethe lexicogragher la-
belsareassigmredto synsets,often ambiguty is pre-
sened even at this level. For example chair has
threesuperserses:“person”, “artifact”, and“act’”.
This setof labds hasa numberof attractive fea-
turesfor the purposesof lexical acqusition. It is
fairly geneal andtherefore small. The rea®nabk
sizeof thelabel setmakesit possble to apply state
of-the-art machinelearring method. Otherwise,
classfying new words at the synse level definesa
multiclassproblem with a hugeclassspa® - more
than66,00 nounsynsetsin WordNet1.6, morethan
75,00 in the newestrelease 1.71 (cf. also (Cia-
ramita, 2002 on this problem). At the sametime
thelabelsarenot too abstactor vagwe. Most of the
clasesseemnaturd and easilyrecogiizalde. That
is probably why they were chose by the lexicog-
raphersto facilitate their task But thereare more
important pradical andmethodlogical advantags.

3.2 Extra Training Data from WordNet

WordNetcon@insa greatded of informaton abou
words and word senses.Theinformation contaned

Therearealso15 lexicographerclassesor verbs,3 for ad-
jectivesand1 for adwerbs.

2The label “Tops” refersto abou 40 very generalsynsets,
suchas“phenomaon” “entity” “object” etc.

in the dictionary’s glosssis very similar to what
is typically listedin normaldictionaries: synayms,
definitionsand examplesentaces. This suggestsa
very simpleway in which it canbe put into use: it
canbecompiledinto training datafor supersensla-
bels. This datacanthen be addel to the dataex-
tractedfrom thetraining corpts.

For severalthousaandconcepts WordNets glosses
areveryinformative. Thesynst“chair” for example
looks asfollows:

e chair: presicent, chairman, chaiwoman,
chair, charpersa — (theofficer who presdesat
themeeting of anorgarization); “addressyour
remarksto the chairpersori.

In WordNet 1.6, 66,841l synsés cortain definitions
(in parerntheses above), and 6,147 synsés contain
example senences(in quotdion marks). As we
shav below this informationabou word senss is
usefd for supersenstaggng. Presumaly thisis be-
cauif it canbesaidof a“chairpersm” that shecan
“presde at meeting$ or that“a remark canbe“ad-
dresdto her”, thenlogically speakng thesethings
canbe said of the supeordinatesof “chairpeison”,
like “person”, aswell.

Therefae informationat the synse level is rele-
vantalsoatthe supesensdevel. Furthermoe, while
individually eachglossdoesi’'t saytoo muchabou
the narrow concept it is attachedto (at leag from
a machire learring perspetive) at the supeseng
level this informationaccumulates In factit forms
asmallcorpusof supeseng-anmotateddatathatcan
beusedto train aclassfier for supesensdagging of
wordsor for othe semantt classficationtaslks.

3.3 Evaluation Methods

Formulatirg the problem in this fashion males it
possgble to definealsoavery natural evaluation pro-
cedue. Systemscan be trained on nours listed in
agivenreleag of WordNetandtestal on the nours
introducedin a later version. The setof lexicogra-
pherlabds remainscondantandcanbe usedacros
differentvergons.

In this way systenscanbetesedon amorereal
istic lexical acqusition task- the sametaskthatlex-
icographes carried out to extendthe datalase. The
taskis thenwell definedand motivated, and easily
stanardizable.
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Figure 1. Cumulative distribution of supersense labels in
Bllip.

3.4 Relation to Named-Entity Tasks

Thecatgyoriestypicdly usedin namedentity recog
nition tasksare a sutsetof the nounsupergnsela-
bels: “person”, “location”, and“group”. Small la-
bel setslike thes canbe sufiicient in namedentity
recoqnition. Collins and Singer (199) for exam-
ple repat that 88% of the namedentities occur-
ring in their data set belong to thes three cate
gories (CollinsandSinger 1999.

The distribution of commonnours, however, is
more uniform. We estimate this distribution by
courting the occurenasof 744 unambiguows com-
monnounsnewly introducedin WordNet1.71.Fig-
ure 1 plots the cumuldive frequeng distribution of
supesensdokens;thelabelsareorderedby decreas-
ing relative frequency asin Tablel.

The most frequent supesengs are “person”,
“commurication”, “artifact” etc. Thethreemostfre-
qguert supesengsaccount for alittl e more of 50%
of all tokens,and9 supesense accaunt for 90% of
all tokens. A larger numberof labds is neeakd for
supesensetagging than for named-atity recagni-
tion. Thefigurealsoshavs thedistribution of labek
for all unambigioustokensin WordNet1.6;thetwo
distributionsarequite similar.

4 Experiments

The “new” nounsin WordNet 1.71 and the “old”
onesin WordNet1.6 consttute the testandtraining
datathat we usedin our word classification exper-

iments. Here we de<ribe the experimental setup
training andtestdata,andfeaturesused

4.1 Training data

We extraded from the Bllip corpus all occur-
rences of nounsthat have anentryin WordNet1.6.
Bllip (BLLIP, 2000) is a 40-million-word syrntac-
tically parsed corpwts. We usedthe paresto ex-
tractthesyntacticfeatuesdescrbedbelon. Wethen
removed all ambigwus nowns, i.e., nours that are
tagged with more than one supesenselabel (72%
of the tokers, 28.9%of the types). In this way we
avoided dealing with the problem of ambiguty?.

We extraded a featue vector for eachnounin-
stan@ usingthe featue setdescibed below Each
vecta is a training instance. In addition we com-
piled anotler training set from the example sen-
tences andfrom the definitionsin the noun datalase
of WordNet 1.6. Overall this procedureprodwced
787,186 training instancesrom Bllip, 66,841 train-
ing instarcesfrom WordNet’s definitions,and6,147
training instarcesfrom the examplesenences

4.2 Features

We usal a mix of stardard features usedin word
seng disambigudion, namedentity classification
and lexical acqusition. The following sentaceil-
lustratesthem: “The art-studens, nine teen-gers,
readthe booK’, art-studensis thetaggel noun

1. part of speechof the neightoring words: P_; = DT,
Po = NNS, P+1 = CD,

2. single words in the surroundng context:
C = book, C = class, C = the, ...

C = read,

3. bigrams and trigrams: C_i,4+1 = the nine,
C_4,—1 = the,C4y 42 = nine_teen — agers, ...

4. syntactically governed elementsunde a given phrase:
G; = the NP

5. syntacticallygoverning elementsunder a given phrase:
Gy = read_S

6. coordinates/gpositives:CO = teen — agers

7. spelling/morphtogical features:prefixes, sufiixes,com-
plex morphdogy: MP = a, MP = ar ... MS = s, MS = ts
...MC = art, MC = student ...

3A simple option to dealwith ambiguas wordswould be
to distributeanambiguows noun’s courtsto all its sensesHow-
ever, in preliminaryexperimentsve foundthatabetteraccurag
is achiezed usingonly non-amliguousnouns. We will investi-
gatethisissuein futureresearch.



Openclasswords were morphobgicdly simpli-
fied with the “morph” function included in Word-
Net. We parsedthe WordNetdefinitions and exam-
ple senenceswith thesamesyntactic parse usedfor
Bllip (Charni&, 2000)

It is not always possible to identify the nounthat
representsthe syrsetin the WordNet glosses. For
example in the gloss for the synset relegation the
examplesentnceis “He hasbeenrelegatedto apod
in Siberia”, whereaverbis usedinsteadof thenoun.
Whenit waspossble to identify the target nounthe
complee featre setwas used; otherwise only the
surraunding-word featues (2) andthe spelling fea-
tures(7) of all synorymswereusel. With the def-
initionsit is much harcer to individuate the tamet;
consder the definition “a memberof the genws Ca-
nis” for dog. For all definitions we usedonly the
redwcedfeatureset. Onetraining instarce persynse
was extracted from the example sertencesand one
training instarce from the definitions. Overall, in
the experimentswe performedwe usedarourd 1.5
million features.

4.3 Evaluation

In a similar way to how we producedthe training
datawe compied a testsetfrom the Bllip corpus.
Wefoundall instancef noursthatarenotin Word-
Net 1.6 but are listed in WordNet 1.71 with only
onesupesen®. The majority of the novel nounsin
WordNet 1.71 are unambguous(more than 90%).
Therewere 744 nev noun types, with a tota fre-
quercy of 9,537 ocaurrenes. We refer to this test
setasTest 71.

We also randbmly removed 755 noun types
(20,39 tokens)from thetraining dataandusedthem
asan altemative testset. We refer to this othe test
setas Tesi g. We thenran experimentsusing the
averggedmulticlassperceptron

5 The Multiclass AveragedPerceptron

We useda multiclassaveraged perceptron classfier,

which is an“ultracongrvative” on-line learring al-
gorithm (CrammerandSinger 2002) that is a mul-
ticlassextenson of the standird perceptronlearning
to the multiclasscas. It takes asinput atraining set
S = (zi,y;)".,, whereeachinstancez; € R? rep-
reseits aninstanceof anounandy; € Y. HereY

Algorit hm 1 MulticlassPercepron
1: input training data(z;, y;)7,, V =0
2: repeat
3 fori=1,..,ndo

4 if H(z;;' V) # y; then

5: Uy, < Uy, + %5

6: Ei={y €Y :(vy, ;) > (vy,zi)}
7: for y € F; do

8: Vy < Uy — ﬁxl

9 endfor

10: endif

11:  endfor

12: until nomoremistakes

is the setof supesense definedby WordNet. Since
for training andtestng we usedonly unambguous
wordsthereis always exacty onelabd perinstance.
ThusS summarize n wordtokensthatbelorg to the
dictionary whereead instance: is representd asa
vecta of featules z; extracted from the context in

which the noun occurred; d is the total numberof

featues;andy; is thetruelabel of z;.

In gereral, a multiclass classfier for the dictio-
nary is a function H : R" — Y tha mapsfea-
ture vectors z to oneof the possble supesenss of
WordNet. In the multiclass pereeptron oneintro-
ducesaweight vecta v, € IR¢ for everyy € Y and
definesH implicitly by theso-alledwinner-take-all
rule

H(z; V) = arg ngc(vy,x). 1)

ye
HereV e IR¥*4 refers to the matrix of weights,
with every column correspondng to one of the
weightvectas v,.

The learnng algarithm works asfoll ows: Train-
ing pattens are preseited one at a time in
the standhrd on-line learring settig. Whenewer
H(z;; V) # y; anupdae stepis performed; oth-
erwise the weight vectas remainunchanga. To
perform the update, onefirst compuesthe error set
FE; contaning those classlabds thathave receveda
higher scorethanthe corred class:

Ei={y €Y : (vy,z;) > (vy;, )} )

An ultraconrvative updat schemein its mostgen
eralform is thendefinedasfollows: Updatey, <



vy + Tyz; With learring rates fulfilli ng the con
strants ry, = 1, >0, . 7 = —1, andr, = 0
fory ¢ E; U {y;}. Hencechangsarelimited to
vy for y € E; U {y;}. Thesumcondraint ensires
thatthe updat is balaned,whichis crucial to guar-
anteéng the corvergerce of the leaming procedire
(cf. (CrammerandSinge, 2002)). We have focused
on the simplest caseof uniform updat weights,
Ty = —ﬁ for y € E;. Thealgorithm is summa-
rizedin Algorithm 1.

Notice that the multiclass perceptron algorithm
learrs all weight vectas in a couplked manney in
contrastto method that perfom multiclassclassifi-
cation by combning binary classfiers, for example,
training a classfier for eachclass in a one-against
the-restmanne.

The averagedversionof the pereptran (Collins,
2002, like the voted perceeptron (Freund and
Schapie, 1999) redwcesthe effect of over-training.
In addtion to the matrix of weight vectols V the
modelkeers track for eachfeature f of eachvalue
it assuned during training, f;, andthe numberof
congecutve training instarce preentatons during
which this weight was not changed, or “life spari,
Is(f;). Whentraining is donetheseweightsareav-
eragel andthefinal averagedweight f,, of featue
f iscompuedas

> fils(f5)

S 15(Fy) )

faug =

For example if thereis a featue weight thatis
not updaed until example 500, at which point it is
incrementedto value 1, and is not touched again
until after example 1000 then the average weight
of that feature in the averaged perceptra at ex-
ample 750 will be: (0*28817;2550) or 1/3. At ex-
ample 1000 it will be 1/2, etc. We usd the av-
eragel modelfor evaluation and paraneterseting;
seebelow Figure?2 plotsthe resuts on testdataof
both modek. The average modelprodwcesa better-

perfarming andsmoothe outpu.

5.1 Parameters Setting

We used an implemenation with full, i.e., not
spare, repregntaton of the matrix for the percep-
tron. Training andtestarefast, at the experseof a
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Figure 2. Results on test of the normal and averaged
perceptron

slightly greger memoryload Giventhe greatnum-
ber of featues,we couldn’t usethe full training set
from the Bllip corpus. Instead we rancomly sam-
pledfrom roughly half of theavailable training data,
yielding around 400,0® instances,the size of the
training is closeto 500,0® instanceswith alsothe
WordNetdata Whentraining to teston Test s, we
removed from the WordNettraining setthe syrnsets
relative to thenoursin Test ¢.

Theonly adjugableparaneterto setis thenumbe
of passe®nthetraining datg or epots While test
ing on Test 71 we setthis paraneterusing Test g,
andvice versafor Test . The estimaed values for
thestopingiteraionswerevery closeatroughly ten
pas®s.As Figure2 shaws, the greatamountof data
requres mary pasesover the datg around 1,000,
before reaching corvergerce (on Test 71).

6 Results

Theclassfier outputsthe estmatedsupeseng labd
of eachinstance of eachunknowvn nountype. The
label L(n) of anountypen is obtainedby voting*:

L(n) = argmax Y [H(z; V) =] 4

ye TEN

where[.] is theindicatorfunction andz € n means
that z is a token of typen. The scoreon n is 1 if
“During preliminaryexperimeris we tried alsocreatingone

singleaggreyatepatternfor eachtestnountype but this method
produca worseresults.



Methaod Token Type | Testset
Baselne 200 27.8
AP-B-55 35.9 50.7 | Test.7;
AP-B-65 36.1 50.8
AP-B-55+WN | 36.9 52.9
Baselne 241 21.0
AP-B-55 474  A7.7 | Testg
AP-B-65 479 483
AP-B-55+WN | 52.3 53.4

Table 2. Experimental results.

L(n) = Y(n), whereY (n) is the correct label for
n, and0 othawise.

Table2 summarzestheresuts of theexpeliments
onTest 71 (upperhalf) andonTest ¢ (bottom half).
A basline was compued that always selected the
most frequent label in the training data, “person”,
which is alsothe mostfrequent in both Test ¢ and
Test 71. The bagline perfaomancesarein the low
twenties. The first and semnd columnsreportper-
formarce on tokens andtypesresgectively.

The classifiers’ resuts areaveragesover 50 trials
in which a fraction of the Bllip datawasrandanly
seled¢ed. One classfier wastrained on 55% of the
Bllip data(AP-B-55). An idenical onewastrained
on the samedata and,addtionally, on the WordNet
data(AP-B-55+WN).We alsotraineda classifier on
65% of the Bliip data(AP-B-65). Adding the Word-
Netdatato thistraining setwasnot possiblebecaise
of memorylimitations. The modelalsotrained on
WordNetoutperformson bothtestsetsthosetrained
only on the Bllip data. A paired t-teg proved the
differencebetweenmodelswith andwithout Word-
Net datato be statistcally significant. The “least’
significant differenceis betwee AP-B-65and AP-
B-55+WN (token) on Test g: o = 0.003. In all
other caseghe a-level is muchsmaller

Theseresuts seemto shav that the positive im-
pactof the WordNetdatais not simply dueto the
fact tha thereis more training dat&. Adding the
WordNetdataseemamore effective thanadding an
equivalent amountof standard training data Fig-
ure 3 plots the resuls of the lastsetof (single trial)
expelimentswe perfarmed,in which we variedthe

Noticethat10% of the Bllip datais approximatelythe size
of the WordNetdataandthereforeAP-B-65andAP-B-55+WN
aretrainedon roughly the sameamountof data.
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Figure 3. Results on Test1.71 incrementing the amount of
training data.

amountof Bllip datato be addedto the WordNet
one. The modelwith WordNetdataoften perfarms
bette thanthemodeltrained only on Bllip dataeven
whenthelatter training setis muchlarger.

Two importart readnswhy the WordNetdatais
particularly goad are,in our opinion, the following.
The datais lessnoisy becaiseit is extracted from
senteicesanddefinitonsthatarealways“pertinent’
to the classlabel. The dataalsocontinsinstarces
of disambigiatedpolysemousnours, which instead
wereexcludedfrom the Bllip training. This means
that disambiguatng the training datais important;
unfortunatly this is not a trivial task. Using the
WordNet data provides a simple way of geting at
leastsomeinformationfrom ambiguousnouwns.

7 DifferencesBetweenTestSets

Thetype scoreson both evaluatons producedsimi-
lar resuts. This finding suppats the hypottesisthat
thetwo evaluaionsaresimilarin difficulty, andthat
thetwo versionsof WordNetarenot incorsistert in
theway they assig supesenssto nowns.

The evaludions shav, however, very different
pattensat the tokenlevel. This might be dueto the
factthatthe label distribution of the training datais
moresimilarto Test ¢ thanto Test 71. In partiaular,
therearemary new nounsin Test 71 thatbelorg to
“abgtract” clase$, which seemharde to leam. Ab-
strad clas®s are also more confusable i.e., mem-

6Suchas“communication” (e.g., reafirmation) or “cogni-
tion” (e.g.,mind set).



70

.
- Testl_6
] -o- Test o
657’\«\ i
"\
\.
A\ @
% Q
60 A \ ~
z A \
G ’/ [} \
3 ‘ \'\ ‘\
g3 0 “ \
< ss5f A N B
N \
~ \
N A |
\ K
E]\\ \ P
sof e /%;’ ]
“Bermmgeet T E N
Nl ~
o .
N
()

45 L L L L L
1 2 3 4 5 6 7

Test Nouns Frequency Bins

Figure 4. Results on types for Test; ¢ and Testy.71 ranked
by the frequency of the test words.

bers of theseclassesare frequently mis-classified
with the samewrong label A few very frequently
mis-classifiedpairsarecommuni@tior/act,commu-
nicaton/personandcommuncationartifact.

As aresut of thefactthatabgractnoursaremore
frequentin Test 7; thanin Test g the accuacy on
tokensis muchworsein the new evaluaion thanin
the morestardardone This hasanimpactalsoon
the type scotes. Figure 4 plots the resuts on types
for Test ¢ andTest 71 groupedin bins of testnoun
typesranked by deaeasimg frequeng. It shavs that
thefirst bin is harcerin Test 71 thanin Test g.

Overall, then,it seemghat thereare similarities
but also importart differencesbetwea the evalua
tions. Therefae the new evaluation might definea
morerealisic taskthancrossvalidation.

8 Conclusion

We presaited a nev framewvork for word sen®
classfication, basedon the WordNet lexicographe
clas®s, that extends named-atity classfication.
Within this framework it is possible to usethe in-
formation containedin WordNetto improve classt
fication and definea morerealistic evaluaion than
standard cross-validation Directions for future re-
seard include thefollowing topics: disambigudion
of the training datg e.g. during training asin co-
training; learnng unknown ambiguousnouwns, e.g.,
studying the distribution of the labds the classfier
guesedfor theindividual tokens of the new word.
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