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Abstract as most approaches do, but also multiple substring corre-
spondences resulting in far greater coverage.

A parallel corpus of texts in English and ) .
in Inuktitut, an Inuit language, is presented. 2 An English-Inuktitut Corpus
These texts are from the Nunavut Hansards. 21 The Parallel Texts

The parallel texts are processed in two phases, )
the sentence alignment phase and the word cor-  1he corpus of parallel texts we present consists of
respondence phase. Our sentence alignment 3:432,212words of English and 1,586,423 words of Inuk-

technique achieves a precision of 91.4% and fitut from the Nunavut Hansards. These Hansards are
a recall of 92.3%. Our word correspondence  available to the public in electronic form in both English
technique is aimed at providing the broadest ~ and Inuktitut (www.assembly.nu.ca). The Legislative As-
coverage collection of reliable pairs of Inuktitut ~ Sembly of the newly created territory of Nunavut began

sion. For an agglutinative language like Inuk- of transcribed proceedings of the Nunavut Legislative As-

titut, this entails considering substrings, not sembly from that first session through to November 1,

Mutual Information method (PMI) and attain a the assembly.
coverage of 72.3% of English words and a pre- We gather and process these 155 documents in vari-
cision of 87%. ous ways described in the rest of this paper and make

available a sentence-aligned version of the parallel texts

(www.InuktitutComputing.ca/NunavutHansards).  Like
1 Introduction the French-English Canadian Hansards of parliamentary

proceedings, this corpus represents a valuable resource
We present an aligned parallel corpus of Inuktitut andor Machine Translation research and corpus research as
English from the Nunavut Hansards. The alignment awell as for the development of language processing tools
the sentence level and the word correspondence follofer Inuktitut. The work reported here takes some first
techniques described in the literature with augmentatiorsteps toward these ends, and it is hoped that others will
suggested by the specific properties of this language padiind ways to expand on this work. One reason that the
The lack of lexical resources for Inuktitut, the unrelatedCanadian Hansards, a large parallel corpus of English-
ness of the two languages, the fact that the languages Usench, are particularly useful for research is that they
a different script and the richness of the morphology irare comparatively noise free as parallel text collections
Inuktitut have guided our choice of technique. Sentencag (Simard and Plamondon, 1996). This should be true
have been aligned using the length-based dynamic prof the Nunavut Hansard collection as well. The Canadian
gramming approach of Gale and Church (1993) enhancéthnsard is transcribed in both languages so what was said
with a small number of lexical and non-alphabetic anin English is transcribed in English and then translated
chors. Word correspondences have been identified withto French and vice versa. For the Nunavut Hansard, in
the goal of finding an extensive high quality candidateontrast, a complete English version of the proceedings
glossary for English and Inuktitut words. Crucially, theis prepared and then this is translated into Inuktitut, even
algorithm considers not only full word correspondencesyhen the original proceedings were spoken in Inuktitut.



2.2 The Inuktitut Language It does not identify crossing alignments where the sen-

Inuktitut is the language of the Inuit living in North East- tence order within paragraphs in the parallel texts differs.

ern Canada, that is, Nunavut (Keewatin and Baffin |sSentence alignments typically involve one English sen-

land), Nunavik and Labrador. It includes six closelyl€Nce matching one Inuktitut sentence (a 1-to-1 bead),
related spoken dialects: Kivallig, Aivilik, North Baffin, Put may also involve 2-to-1, 1-to-2, 0-to-1, 1-to-0 and
South Baffin, Arctic Quebec (Nunavik), and Labrador. 2-to-2 sentence matching patterns, or beads. Using such
Inuktitut is a highly agglutinative language. Noun anc? ength-based approach where the length of sentences
verb roots occur with two main types of suffixes and ther&® Meéasured in characters is appropriate for our language
are many instantiations of these suffixes. The semaff@! since the basic assumptl(_)n generally holds. Namely,
tic suffixes modify the meaning of the root (over 250 Oilonger English sentences typically correspond to longer

these in North Baffin dialect) and the grammatical sufinuktitut sentences as measured in characters.
fixes indicate features like agreement and mood (approx- ON€ Problem with the approach, as pointed out by

imately 700 verbal endings and over 300 nominal endind¥acklovitch and Hannan (1998), is that from the point
in North Baffin dialect). where a paragraph is misaligned, it is difficult to ensure

A single word in Inuktitut is often translated with Proper alignment for the remainder of the paragraph. We

multiple English words, sometimes corresponding to gbserved this effect in our alignment. We also_observed
full English clause. For example, the Inuktitut wordthat the large number of small paragraphs with almost
SABCOLT I P 39> (which is transliterated as identical Igngth caused problems for the algorithm.
qaisaaliniagquunngikkaluagpiiqcorresponds to these ~Many alignment approaches have addressed such prob-
eight English words: ‘Actually he will probably not come lems by making use of addmonal linguistic clues specmc_
early today’. The verbal root igai ‘come’, the semantic {0 the languages to be aligned. For our language pair,
suffixes are-saali-, -niag-, -qquu-, -nngitand-galuag- 't was not feasible to use most of these. For example,
meaning ‘soor’, ‘a little later today or tomorrow’, ‘proba- SOmMe alignment techniques make good use of cognates
bility’, ‘negation’, and ‘actuality’ respectively, and finally (Simard and Plamondon, 1996). The assumption is that
the grammatical suffixpugexpresses the 3rd person sin-Wwords in the two Iangques that share the first f_ew let-
gular of the indicative mood. This frequently occurringt€rs are usually translauong of each other. English and
one-to-many correspondence represents a challenge lgkktitut, however, are too d!stantly related to have many
word correspondence. The opposite challenging situ&§o9nates. Even the translation of a proper name does not
tion, namely instances of many-to-one correspondenceésually resultin a cognate for our language pair, since the
also arises for this language pair but less frequently. THEanslation between scripts |ndl_Jces a phor_1et|c translation
latter is therefore not addressed in this paper. rather than alcha.racter—preserwp.g translation of the name,
Yet another challenge is the morphophonological conS these pairs illustratBeter, Piita Canada, Kanata
plexity of Inuktitut as reflected in the orthography, whichMcLean, Makalain
has two components. First, the sheer number of pos- Following a suggestion in Gale and Church (1993),
sible suffixes mentioned above is problematic. Secondhe alignment was §uded by the use of addlt!onal an-
the shape of these suffixes is variable. That is, there af@0rs that were available for the language pair. These
significant orthographic changes to the individual mor&nchors consisted of non-alphabetic sequences (such as
phemes when they occur in the context of a word. Thi§:00, 42-1(1) ~ and1999) and 8 reliable word cor-
type of variability can be seen in the above example at tH&SPondences that occurred frequently in the corpus, in-
interface of-nngit- and-galuag; which together become cluding words beginning with these character sequences
-nngikkaluag- speaker/ugagqti andmotion/pigigati , for ex-
Finally, it is important to note that Inuktitut has a syl-2mple-
labic script for which there is a standard Romanization . .
To give an idea of how the scripts compare, our corpué'2 Steps in Sentence Alignment
of parallel texts consists of 20,124,587 characters of ErfRreprocessing: Preprocessing the Inuktitut and the En-
glish and 13,457,581 characters in Inuktitut syllabics aglish raised separate issues. For English, the main is-
compared to 21,305,295 characters of Inuktitut in Romasue was ensuring that illegal or unusual characters are

script. mapped to other characters to simplify later processing.
For Inuktitut the main issue was the array of encodings
3 Sentence Alignment used for the syllabic script. Inuktitut syllabics can be rep-

resented using a 7-bit encoding callebSyl| which is
in many cases extended to an 8-bit encodingngavik
The algorithm used to align English-Inuktitut sentences iEach syllabic character can be encoded in multiple ways
an extension of that presented in Gale and Church (1993hat need to be mapped into a uniform scheme, such as

3.1 Sentence Alignment Approach



Unicode. Each separate file was converted to HTML usaur corpus. Their one-pass approach, which ignores para-
ing a commercial produdtogicTran r2net Then, the graph boundaries, had a precision of 66.7% and a recall
Perl package HTML::TreeBuilder was used to purge thef 71.5%. Their two-pass approach, which aligns para-
text of anomalies and set up the correct mappings. Thgaphs in one pass and then aligns sentences in a second
output of this initial preprocessing step was a collectiompass, had a precision of 85.6% and a recall of 87.0%.
of HTML files in pure Unicode UTFS8.

Boundary Identification: The next step was to iden- 4 Word Correspondence

tify the paragraph and sentence boundaries for the Inu“—laving built a sentence-aligned parallel corpus, we next

titut a_nd English texts. Sentenc_es were split at periOdﬁttempted to use that corpus. Our goal was to extract
question marks, colons and semi-colons exceptwhere the 5y reliable word associations as possible to aid in
foII.owmg character was a lower case letter ora numbe&eveloping a morphological analyzer and in expanding
This resulted in a number of errors but was quite accuraj, it dictionaries. The output of this glossary discov-
in genergl. Paragraph boundane; were mserted Wheéﬁ/ phase is a list of suggested pairings that a human can
such logical breaks occurred as signaled in 'the HTMIConsider for inclusion in a dictionary. Inuktitut dictio-
_and generally corre_spond to r_‘a“_”a' breaks in the ONaries often disagree because of spelling and dialectical
inal document. Using HTML indicators contributed 10 yifferences. As well, many contemporary words are not

the number of very short paragraphs, especially towaig o existing dictionaries. The parallel corpus presented

the beginning of each document. As mentioned in S€Here can be used to augment the dictionaries with current

“9” 3.1, these short paragraphs were prqblematic for tr\‘ﬁords, thereby providing an important tool for students,
alignment algorithm. The collection consists of 348'61Qranslators and others.

sentences in 112,346 paragraphs in English and 352,48 n our approach, a glossary is populated with pairs of

sentences in 118,733 paragraphs in Inuktitut. Aftgr thivcﬁlords that are consistent translations of each other. For
step, document, paragraph and sentence _boundanes Wﬁ{gny language pairs, considering whole word to whole
avilnatr)]Ie tcr)l ulse qshhard and soft boundaries for the Gglg, . ¢orrespondences for inclusion in a glossary would
and C urch a 9°”t m. o yield good results. However, because Inuktitut is aggluti-
Syllabic Script Conversion: The word correspon- pative, the method must discover pairs of an English word

dence phase required a Roman script representation §fy the corresponding root of the Inuktitut word, or the

the Inuktitut texts. The conversion from unicode Sy"ab'corresponding Inuktitut suffix, or sometimes the whole

ics to Roman characters was performed at this stage in the kitut word. In other words, it is essential to consider
sentence alignment process using the standard ICl cogyjpstrings of words for good coverage for a language pair
version method. like ours.

Anchors: The occurrences of the lexical anchors men-
tioned above were found and used with a dynamic pret.1 Substring Correspondence Method

gramming search to find the path with the largest numbe&Searching for substring correspondences is reduced to a
of alignments. This algorithm was written in Perl and rétounting exercise. For any pair of substrings, you need to
quired about two hours to process the whole corpus. Alnow how many parallel regions contained the pair, how
alignments that occurred in the first two sentences of ea‘FHany regions in one language contained the first, how
paragraph were marked as hard boundaries for the Ga{gany regions in the other language contained the second,
and Church (1993) program as provided in their paper. ang how many regions there are in total. For example,
the English word ‘today’ and the Inuktitut word ‘ullumi’
occur in 2092 parallel regions. The word ‘today’ appears
Three representative days of Hansard (1999/04/0fn a total of 3065 English regions; and ‘ullumi’ appears
2001/02/21 and 2002/10/29) were selected and manuaily 2702 Inuktitut regions. All together, there are 332,154
aligned at the sentence level as a gold standard. Precisialigned regions. It is fairly certain that these two words
and recall were then measured as suggested in Isabedleould be a glossary pair because each usually occurs as
and Simard (1996). a translation of the other.

Results: The number of sentence alignments in the The PMI Measure: We measure the degree of asso-
gold standard was 3424. The number automaticallgiation between any two substrings, one in the English
aligned by our method was 3459. The number o&nd one in the Inuktitut, using Pointwise Mutual Infor-
those automatic alignments that were correct as measune@tion (PMI). PMI measures the amount of information
against the gold standard was 3161. This represents a ptieat each substring conveys about the occurrence of the
cision of 91.4% and a recall rate of 92.3%. For compariether. We recognize that PMI is badly behaved when the
son, the Gale and Church (1993) program, which did natounts are near 1. To protect against that problem, we
make use of additional anchors, had poorer results oveompute the 99.99999% confidence intervals around the

3.3 Sentence Alignment Evaluation



PMI (Lin, 1999), and use the lower bound as a measumeans person ardpis the singular genitive case. A typ-
of association. This lower bound rises as the PMI riseigal example of ggoodmatch is the paipigiagtitara and
or as the amount of data increases. Many measures adal In this pair,pigiagti- means deal andara conveys
association would likely work as well as the lower confifirst person singular subject and third person singular ob-
dence bound on PMI. We used that bound as a metric jact. For example, “I deal with him”.
this study for three reasons. First, that metric led to bet- Of the 100 pairs, 43 were deemed exact matches and
ter performance than Chi-squared on this data. Second4i# were deemed good matches. The remaining 13 were
addressed the problem of low frequency events. Third, ibcorrect. Taken together 87% of the pairs in the sample
makes the correct judgment on Gale and Church’s wellvere useful to include in a glossary. This level of perfor-
known chambre-communes problem (Gale and Churcimance will improve as we introduce morphological anal-
1991). ysis to both the Inuktitut and English words.

The decision to include pairs of substrings in the glos- )
sary proceeds as follows. Include the highest PMI scoring  Conclusion

pairs if neither member of the pair has yet been includedyg haye shown that aligning an English text with a highly
If two pairs are tied, check whether the Inuktitut member%gglutinative language text can have very useful out-
of the pairs are in a substring relation. If they are, theRomes. The alignment of the corpus to the sentence level
add the pair with the longer substring to the glossary; {fyas achieved accurately enough to build a usable parallel
not, then add neither pair. o corpus. This is demonstrated by the fact that we could
Many previous efforts have used a similar methodolgreate a glossary tool on the basis of this corpus that
ogy but were only able to focus on word to word cor-gyggested glossary pairings for 72.3% of English words
respondences (Gale and Church, 1991). Here, the Epy the text with a precision of 87%. We hope that our
glish words can correspond to any substring in any Inukgork will generate further interest in this newly available
titut word in the aligned region. This means that StatiSEninsh-lnuktitut parallel corpus.
tics have to be maintaine(_j for many possible_ p_airs. Un- aAcknowledgementsWe would like to thank Gavin
der our approach, we maintain all these statistics for aljespitt of the Legislative Assembly of Nunavut for pro-
English words, all Inuktitut words as well as substrmgg,iding the Hansards, Peter Turney for useful sugges-

with length of between one and 10 Roman characters, ajdns, and Canadian Heritage for financial support of this
all co-occurrences that have frequency greater than threggject.

This approach thereby addresses the challenge of Inuk-
titut roots and multiple semantic suffixes corresponding

to individual English words. It also addresses the chaReferences
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