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Abstract

We propose a new method to improve the
accuracy of Text Categorization using two-
dimensional clustering. In a number of previ-
ous probabilistic approaches, texts in the same
category are implicitly assumed to be gener-
ated from an identical distribution. We empiri-
cally show that this assumption is not accurate,
and propose a new framework based on two-
dimensional clustering to alleviate this problem.
In our method, training texts are clustered so
that the assumption is more likely to be true,
and at the same time, features are also clustered
in order to tackle the data sparseness problem.
We conduct some experiments to validate the
proposed two-dimensional clustering method.

1 Introduction

Text Categorization is the task of classify-
ing texts into their most plausible category.
One problem in most previous probabilistic ap-
proaches to Text Categorization is that texts
in the same category are assumed to be gener-
ated by an identical distribution (we call it the
i.d. assumption, in this paper). However, cate-
gories are manually defined and there is no pre-
defined probabilistic structure behind them, as
discussed in the next section. Another problem
with Text Categorization is the data-sparseness
problem caused by the high dimensionality of
the feature space. The frequency of each word
is usually so small that it is difficult to estimate
reliable statistics.

In order to tackle these problems, we propose
a new framework based on two-dimensional
clustering. We first cluster training texts into
several clusters whose elements can be thought
as being generated from an identical distribu-
tion before estimating the probability model of
each category. The data-sparseness problem is

more critical, if the number of parameters is
larger as in the text clustering approach we are
adopt. So we alleviate this problem by cluster-
ing features (words). That is to say, we cluster
both texts and features simultaneously.

Through experiments, we show that our ap-
proach works well with probabilistic classifiers.

In Natural Language Processing, several clus-
tering applications have been proposed, for ex-
ample in (Brown, 1992; Li and Abe, 1998).
Among those applications, (Baker et al, 1998)
applied the class-distributional clustering to
Text Categorization. They theoretically proved
the optimality of their clustering method in
terms of Naive Bayes Score, and validated it
empirically. In class-distributional clustering,
occurrences of categories given a word are re-
garded as a probability distribution, and words
are clustered according to this distribution. In
(Slonim and Tishby, 2001), they use the Infor-
mation Bottleneck Method (Tishby et al, 1999)
for Text Categorization. Both (Baker et al,
1998) and (Slonim and Tishby, 2001), however,
deal only with word clustering. Unlike those
methods, our method adopts a two-dimensional
clustering of words and texts.

The idea of clustering words and texts simul-
taneously is also pursued in (Slonim and Tishby,
2000; Dhillon, 2001). However, those are con-
cerned exclusively with clustering and do not
propose any framework applicable to Text Cat-
egorization.

This paper is organized as follows. In Section
2, we investigate the i.d. assumption in Text
Categorization. In Section 3, we describe our
clustering methods. In Section 4, we explain our
categorization methods. Section 5 presents the
experiments and results with discussions. Fi-
nally, in Section 6, we summarize our research.
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2 Human-made Categories and
Probabilistic Structure

As observed in the previous section, probabilis-
tic structure does not always underlie the cate-
gories defined by humans. In order to provide
empirical evidence for this observation, we con-
ducted a small experiment using the Reuters-
21578 data set. We first clustered a set of texts
labeled with “earn”, which is the largest cate-
gory in this corpus. We obtained four clusters!,
each of which contains several hundreds docu-
ments or more. Then, regarding the occurrences
of words given a cluster or a category as random
events, we computed the KL (Kullback-Leibler)
divergence between a cluster (A) in “earn” and
the other three clusters (B, C and D) in “earn”,
and between the same cluster A and the (10
most frequent) categories other than “earn”.

If the occurrences of words in texts in the
same category are (approximately) identically
distributed, the values of the KL divergence to
the clusters B, C and D should be smaller than
those to the other categories, because the clus-
ters are labeled as “earn”. The result is shown
in Figure 1. The three boxes on the left corre-
spond to the distances from cluster A to clus-

'The number of clusters is determined by the AIC
(Akaike Information Criterion), which will be explained
later.

ters B, C and D. The other boxes correspond
to the distances from A to other categories. Di-
vergence is larger for B and C than for other
categories. The result is unexpected given the
i.d. assumption.

This example suggests that the i.d. assump-
tion does not always hold true. This fact leads
to the inaccurate estimation of statistics. For
example, the probability of the occurrence of a
word given a category is estimated in the Naive
Bayes classification. However, for some texts
in the category, this word might tend to appear
frequently, while for others not. In spite of that,
one certain value represents the probability, in
the previous approaches. So it may hold that
categorization accuracy can be improved if we
cluster texts in order to make the i.d. assump-
tion more likely to be true.

3 Two-dimensional Clustering of
Texts and Words

In this section, we propose a framework to over-
come the problem caused by the violation of the
i.d. assumption.

Our approach uses a bottom-up clustering
technique. At the initial stage, each cluster
has only one word or text. At each step, the
most similar pair of words or texts are merged
into one cluster. As a measure of similarity (or
dissimilarity), we use the likelihood reduction
caused by merging. This measure is related to
Jensen-Shannon divergence. In the following,
we explain our probability model, the cluster-
ing algorithm, the relation to Jensen-Shannon
divergence and the stopping criteria for cluster-
ing.

3.1 Probability Model

The probability model that we adopt is the
hard clustering model proposed in (Li and
Abe, 1998), in which they dealt with the co-
occurrence of two words. In the present case,
however, we want the co-occurrence probability
of a word and a text, which is expressed as :

P(w,d) = P(Cy,Ca)P(w|Cy)P(d|Cq) (1)
w € Cy,d € Cy
where w denotes a word, d a text, and C, and

Cy are the clusters that w and d belong to re-
spectively.



Given a set of co-occurrence samples of words
and texts:

S:{(wl,d1),(w2,d2),--',(wm,dm)}, (2)

its log-likelihood is calculated as :

Z(w,d)ES log P(wa d)
= Y(waes 108 P(Cw, Ca) P(w|Cw) P(d|Ca){3)

The parameters in model (1) are estimated with
the Maximum Likelihood Estimation :

P(Cy,Cq) = G (4)
P(wIC) = s (5)
PUICS) = o ()

where N(z) denotes the frequency of z.

3.2 Clustering Algorithms

In the algorithm described in (Li and Abe,
1998), given two positive integers k and [, merg-
ing for the first dimension is performed k times,
followed by [ merges for the second dimension.

We propose two different clustering algo-
rithms. In both algorithms, a pair of words
or texts are chosen and merged at each step,
based on the model described in Section 3.1.
The difference is the way to choose the pair of
words or texts to be merged. One is what we
call text-first clustering, in which text clustering
is conducted first, followed by word clustering.
The other is greedy clustering, in which, at each
step, the pair with the least likelihood decrease
is searched from the word pairs and the text
pairs, and merged :

o Text-first Clustering

1. Initialize

2. Merge two text clusters with the least
likelihood decrease repeatedly, while
the stopping criterion is not satisfied.

3. Merge two word clusters with the least
likelihood decrease repeatedly, while
the stopping criterion is not satisfied.

e Greedy Clustering

1. Initialize

2. Merge two text clusters or two word
clusters with the least likelihood de-
crease repeatedly, while the stopping
criterion is not satisfied.

We set the constraints that only texts in the
same category can be merged (we call the
category-constraint), and that only words with
the same part-of-speech can be merged (pos-
constraint). The category-constraint is indis-
pensable in our method, because of our catego-
rization method which is explained later. Both
of these constraints decrease the computational
time needed for clustering.

The text-first clustering has the advantage
that word clustering can be conducted using the
information given by class-distribution®. Class-
distributional clustering is a special case of text-
first clustering. If the stopping criterion of the
text clustering step is set as “no two clusters
can be merged without violating the category-
constraint”, then text-first clustering is identi-
cal to the class-distributional clustering.

3.3 The Relation to Jensen-Shannon
Divergence

Here we show that using the criterion of the
least likelihood decrease is equivalent to select-
ing the closest pair of clusters in terms of a cer-
tain distance as a probability distribution. Let
AL denote the decrease of the log-likelihood (3)
caused by merging word-clusters 7 and j. Let | S|
denote the number of the whole training exam-
ples. Using P(Cij, Cy) = P(C;,Cy) +P(Cj, Cy),
AL divided by |S] is transformed as :

f?lAL
P C’iz’,C
= Y, —P(Cy,Cy) log P(C(’,-j)P(é)d)
P(C;,C
+ S0, P(Ci, Ca) log praedd
P(Czcd)

+X¢, P(C),Ca) 108 proibién

= Yo, P(Ci,Ca){log prical
P(Ci-,C’ )
—log P(C’,-j)JP(é’d)}

+ ¢, P(Cj, Ca){log %

?More precisely, the information used in the text-
first clustering is different from the information given by
class-distribution, but as the clustering proceeds, these
two types of information become more similar.



o IOg P(Cwl ];(Cd)}

P(CulCi) log 5546

= P(Cy) ch (C4lCij)
P(Cq|Cy)

P(C)) X, P(CalCj) log eyt
= P(Ci)Dr(P(-|C)||P(-|Ci5))
+P(Cj)Drr(P(-|C)||P(|Cy)),  (7)

where Dgr,(p||q) is the KL-divergence between
the probability distribution p and gq. The last
line of (7) is the Jensen-Shannon divergence,
which is also known as “KL divergence to the
mean”. That is, in our method, the closest
pair of clusters in terms of the Jensen-Shannon
divergence is merged at each step. In other
words, the clustering method used in (Baker et
al, 1998) is valid in terms of the likelihood.

3.4 AIC-based Stopping Criterion

As the stopping criterion in the clustering algo-
rithm, we adopt AIC (Akaike Information Cri-
terion) (Akaike, 1974). In (Li and Abe, 1998),
they use MDL (Minimum Description Length)
Principle (Rissanen, 1987). We do not use MDL
Principle, because it tends to predict too small
numbers of clusters in preliminary experiments
(for text clustering, it predicted a smaller num-
ber of clusters than the number of categories,
which is not suitable for our method because of
the category-constraints).

AIC is realized as follows. The decrease of
the number of parameters caused by merging a
pair of clusters is :

_ [|C(D)| -1, (word-merge)
AN, = { |C(W)|—1, (text-merge) (8)
where,
|C(D)| = Number of clusters of words,
|C(W)| = Number of clusters of texts.

According to AIC, the stopping criterion should
be

—AL+ AN, > 0. (9)

The first term AL denotes the decrease of log-
likelihood (3) caused by merging.

Note that, in the text-first clustering, there
are two possible points where AIC is applied.
One is the point when the text clustering is fin-
ished, and the other is when the word clustering
is finished.

4 Categorization

Probabilistic classifiers are expected to yield
good results combined with our cluster-
ing method, but the performance of non-
probabilistic classifiers with our method is un-
predictable. We evaluate our clustering method
using NB (Naive Bayes) classifiers (Mitchell,
1997), which is a probabilistic classifier, and
SVMs (Support Vector Machines) (Vapnik,
1995), which is a non-probabilistic classifier.

In our method, the texts are clustered before-
hand. So we first categorize the test texts and
predict which cluster each test text belongs to.
Then, we assign to each text the category that
the predicted cluster belongs to (in our cluster-
ing method, all the training texts in each cluster
are supposed to have the same category tag).

For the NB classifier, we use the Multinomial
Model (McCallum and Nigam, 1998), but ignore
the concern of document length.

SVM is a binary classifier based on Structural
Risk Minimization (Vapnik, 1995). It has a high
generalization performance and has been suc-
cessfully applied to Text Categorization, for ex-
ample in (Joachims, 1998). In order to apply
SVMs to multi-class classification, we use the
one-versus-rest method. However, when con-
structing a hyperplane for one cluster, the train-
ing texts belonging to the other clusters in the
same category are removed from the training
set.

5 Experiments
5.1 Experimental Settings

The data corpus used in this research is Reuters-
215783. We removed the texts whose body
was meaningless, after applying ModApte-split,
which is a standard way to split the corpus
into training texts and test texts. This proce-
dure yielded 8815 training texts, 3023 test texts
and 116 categories. We used as features only
nouns, verbs, proper nouns, adjectives and ad-
verbs that occur five times or more in the whole
training data. Stemming was also done using
TreeTagger (Schmid, 1994).

Some of the texts in Reuters-21578 have mul-
tiple category-tags. In the clustering phase, we
introduced multiple copies of those texts and la-
bel each text with one of its tags, so that every

3 Available at http://www.research.att.com/ lewis/



text has one tag (otherwise the texts with mul-
tiple tags can never be merged according to the
category-constraint). After clustering, we treat
those texts belonging to multiple clusters in the
categorization phase.

We compared our method with the method
based on the class-distribution clustering, which
shows good performance (Baker et al, 1998) (ac-
tually, we also tried the feature selection meth-
ods based on Information Gain and Mutual In-
formation (Mitchell, 1997; Church, 1990), but
they only deteriorated accuracy).

For the categorization with SVM, the pack-
age, TinySVM?*, was used. The kernel function
used is the linear kernel.

The performance of each method is evaluated
in terms of accuracy. Accuracy is computed for
various compression rates of words (in this pa-
per, we define the compression rate of words
as the number of word-clusters divided by the
number of all words. The compression rate of
texts is defined similarly).

5.2 Results

The accuracies without clustering are 0.863 and
0.890 for NB classifiers and SVMs, respectively.
According to AIC, 141 was selected as the num-
ber of text clusters, which is slightly more than
the number of original categories. The cat-
egories that have multiple clusters even after
the clustering are “earn (7 clusters)”, “acq (6
clusters)”, “others (8 clusters)”, “crude (3 clus-
ters)”, “money-fx (3 clusters)”, “grain (2 clus-
ters)”, “interest (2 clusters)” and “trade (2 clus-
ters)”.

The results of categorization experiments are
shown in Figures 2 and 3. Figure 2 shows
the performance of NB classification combined
with the text-first clustering and the class-
distributional clustering, with various compres-
sion rates of words. As for the text-first cluster-
ing, the accuracies after the text-clustering step
are displayed, because here we want to clarify
the influence of the clustering of texts.

“Text-first Clustering” corresponds to the
proposed method. “Class-Dist Clustering” cor-
responds to the class-distributional clustering
method (this abbreviation is used in other fig-
ures and tables as well).

4 Available at http://cl.aist-nara.ac.jp/ taku-
ku/software/TinySVM/ .
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Figure 3 shows the performance of the SVM
combined with the text-first clustering and
the class-distributional clustering, with various
compression rates of words.

Table 1 shows the AIC-predicted numbers of
clusters and the corresponding accuracies, to-



Clustering | Compress. | Accuracy
Method | Rate (%)
Class-Dist(AIC) 13.4 0.859
(Actual) 60 0.871
Text-first(AIC) 16.6 0.880
(Actual) 30 0.881

Table 1: Prediction of Number of Word-clusters

gether with the actual best compression rates
and their accuracies.

Table 2 shows the performance of NB classifi-
cation combined with greedy clustering. In the
case of greedy clustering, it is necessary to dis-
play both word compression rates and text com-
pression rates, so we didn’t include the results
of the greedy clustering into Figure 2. In Table
2, the compression rates predicted by AIC, 9.7%
for words and 6.8% for texts, are also displayed.

5.3 Discussion

At the point of 100% word compression rate (i.e.
no comression) in Figure 2, text-first clustering
performs better than class-distributional clus-
tering, although the difference is small (at this
point, texts have been clustered in the text-first
clustering). As the word compression rate de-
creases, the difference of the accuracy increases.
This means that the combination of text clus-
tering and word clustering works well.

Figure 3 shows that, also for SVMs, text-first
clustering outperforms class-distributional clus-
tering. However, the performance is worse for
smaller compression rates. This means, in terms
of accuracy, word-clustering is not effective for
SVMs. The clustering of texts is still effective.

Predicted compression rates in Table 1 are
not close to the actual best compression rates,
although the corresponding accuracy is not so
different for the text-first clustering. The dif-
ference of two AIC-predicted accuracies is sig-
nificant in the sign-test (with 1% significance-
level). The difference of the AIC-predicted ac-
curacy of our method and the accuracy without
clustering is also siginificant in the same test
with 5% siginificance-level.

Table 2 shows that the greedy-clustering does
not work well. The reason would be that word-
clustering in the early stage cannot use the in-
formation of class-distribution.

6 Conclusion

We proposed a new method to improve the ac-
curacy of Text Categorization using the two-
dimensional clustering. In our method, both
training texts and features are clustered before
estimating the probability model.

Our approach is motivated by the fact that,
in most previous probabilistic approaches, one
category is assumed to have one identical proba-
bilistic distribution, but this assumption is not
always true, as discussed in this paper. Our
two-dimensional clustering approach alleviates
this problem, and at the same time, it can avoid
the data-sparseness problem.

Through experiments, we showed that two-
dimensional clustering worked well with Naive
Bayes Classifiers and that, for the SVMs,
two-dimensional clustering outperformed class-
distributional clustering.

Future work includes the following.

First, in this research, we conducted experi-
ments with only one data set. It would be de-
sirable to confirm our conclusions with further
experiments using different data sets. We used
AIC as a stopping criterion of the text clustering
step in the text-first clustering. But we haven’t
investigated whether AIC was valid as the turn-
ing criterion, because it needs experiments over
two-dimensional parameter space. This point
has to be investigated. As a stopping criterion,
ATC does not always work well enough. Better
criteria should be pursued. In our framework,
AIC is actually targetting the joint probability
of words and texts. But, in order to obtain a
better stopping criterion, AIC should be incor-
porated in a more sophisticated way, such that
it aims at the categorization.

We used an agglomerative clustering, but a
divisive clustering method might be better in
terms of computational time.

One of the possible extensions of this model
is the soft version, as discussed in (Hofmann,
1998), in which the Expectation-Maximization
algorithm is used with the soft version of this
model.
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