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Abstract

We reportin this paperon an experimenton auto-
maticextractionof aTreeAdjoining Grammaifrom
the WSJ corpusof the PennTreebank.We usean
automatictool developedby (Xia, 2001) properly
adaptedo our particulareed.Ratherthanaddress-
ing generalaspectof the automaticextractionwe
focus on the problemswe have found to extract a
linguistically (andcomputationallyoundgrammar
andapproacheso handlethem.

1 Introduction

Much linguistic researchis oriented to finding
generalprinciples for natural language,classify-
ing linguistic phenomenauilding regular mod-
els (e.g.,grammarsyor the well-behaed (or well-
understoodpartof languagesindstudyingremain-
ing “interesting” problemsin a compartmentalized
way. With the availability of large naturallanguage
corporaannotatedor syntacticstructure,the tree-
banks,e.g.,(Marcuset al., 1993),automaticgram-
mar extraction becamepossible(Chenand Vijay-
Shanler, 2000; Xia, 1999). Suddenly grammars
started being extracted with an attemptto have
“full” coverageof theconstructionsn a certainlan-
guage(of courseto theextentthattheusedcorpora
representthelanguagepndthatimmediatelyposes
a question:If we do not knowhowto modelmany
phenomengrammaticallyhowcanthat be that we
are extractingsud a wide-coerage grammar?

To answerthat questionwe have to starta new
threadat the edgeof linguisticsand computational
linguistics.Morethannumbergo expresscoverage,
we have to startanalyzingthe quality of automat-
ically generatedgrammars,identifying extraction
problemsanduncoreringwhateser solutionsarebe-
ing givenfor them,howeverinterestingor ugly they
might be, challengingthe currentparadigmsof lin-
guisticresearcho provide answerdgor theproblems
ona“by-need’basis.

In this paperwe report on a particular experi-
enceof automaticextractionof anEnglishgrammar
from the WSJ corpusof the PennTreebank(PTB)
(Marcuset al., 1994} using TreeAdjoining Gram-
mar (TAGs, (JoshiandSchabes1997)). We usean
automatictool developedby (Xia, 2001) properly
adaptedo our particularneedsandfocuson some
problemswe have found to extract a linguistically
(and computationally)soundgrammarand the so-
lutions we gave to them. The list of problemsis
asample far from beingexhaustve? Lik ewise, the
solutionswill notalwaysbe satishctory

In Section2 we introducethemethodof grammar
extractionemployed. Theproblemsarediscussedh
Section3. We concludein Sectiorn4.

2 Theextracted grammar

21 TAGs

A TAG is asetof lexicalizedelementary trees that
canbecombinedthroughthe operation®f tree ad-
junction and tree substitution, to derive syntac-
tic structuresfor sentencesWe follow a common
approachto grammardevelopmentfor naturallan-
guageusing TAGs, underwhich, driven by local-
ity principles,eachelementaryreefor a givenlex-
ical headis expectedto containits projection,and
slotsfor its agumentge.q.,(Frank,2002)). Figure
1 shaws typical grammartemplatetreesthatcanbe
selectedby lexical itemsandcombinedto generate
thestructurein Figure2. Thederivationtree to the
right, containsthe history of the tree grafting pro-
cessthatgeneratedhe derivedtreg to theleft.3

lWe assumesomefamiliarity with thebasicnotationsin the
PTBasin (Marcusetal.,1994).

2(Prolo,2002)includesa morecomprehensi anddetailed
discussiorof grammarextractionalternatvesandproblems.

3For amorecomprehensk introductionto TAGsandLexi-
calizedTAGswereferthereaderto (JoshiandSchabes]997).
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2.2 LexTract

Given an annotatedsentencdrom the PTB asin-
put Xia’s LexTracttool (Xia, 1999; Xia, 2001)first
executesa rebracleting. More precisely additional
nodesareinsertedto separatargumentsand mod-
ifiers andto structurethe modifying processas bi-
nary branching. A typical rebracleted PTB treeis
shown in Figure3,* in which we have distinguished
thetreenodesinsertedby LexTract.
Thesecondstages theextractionof thegrammar
treespropershavn in Figure 4. In particular re-
cursive modifier structureshave to be detectedand
factoredout of thederivedtreeto composdaheaux-
iliary trees,the restbecomingan initial tree. The
processs recursve alsoin the sensethat factored
subtreestructuresstill undego thespinningoff pro-
cesauntil we have all modifierswith theirown trees,
all the agumentsof a headassubstitutionnodesof
the tree containingtheir head,andthe materialun-
der the agumentnodesdefining additionalinitial
treesfor themseles. Auxiliary treesare extracted
from parent-childpairswith matchinglabelsif the
child is electedthe parents headandthechild’s sib-
ling is marked as modifier: the parentis mapped
into arootof anauxiliarytree thehead-childntoits

“Figures3 and4 arethanksto Fei Xia. We arealsograteful
to herfor allowing usto useLexTractandmake changego its
sourcecodeto customizeto our needs.

foot, with thesibling subtregafterbeingrecursvely
processedpeingcarriedtogetherinto the auxiliary
tree.Noticethatthe auxiliary treesarethereforeei-
ther strictly right or left branchingthe foot always
immediatelyunderthe root node. Otherkinds of
auxiliary treesarethereforenot allowed.
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Figure3: LexTractrebracleting stage

To extracta grammarwith Xia's tool onehasto
definetablesfor finding: the headchild of a con-
stituentexpansion;which of the siblingsof a head
areacceptablamgumentsandwhich constituenta-
belsareplausiblemodifiersof another Specialpro-
visionsaremadefor handlingcoordination.For ad-
ditional informationsee(Xia, 2001). In this paper
wereferto (Xia, 1999)5 tablesettingsandextracted
grammar which we usedas our starting point, as
Xia’ssample We usedacustomizedrersionof Lex-
Tract, plusadditionalpre-processingf the PTB in-
putandpost-processingf the extractedtrees.

3 Extraction Problems

Extractionproblemsarisefrom several sourcesin-

cluding: (1) lack of properlinguistic account (2)

the (PennTreebank)annotatiorstyle, (3) the (Lex-

Tract) extractiontool, (4) possibleunsuitability of

the (TAG) model, and (5) annotationerrors. We
refrainedfrom makinga rigid classificationof the
problemswe presentaccordingto thesesourceslin

particularit is often difficult to decidewhetherto

blamesourceq1), (3), or (5) for acertainproblem.
We will not discussin this paperproblemsdueto

annotationerrors. As for the PTB style problems
we only discusone,thefirst listed below.

SHere included the (occasional)inability on the part of
grammardeveloperdo find or make useof anexistingaccount.
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(S-3 (NP-SBJ (PRP W))
(VP (VBP neke)
( SBAR- NOM (VWHNP-1 (WP what))
(S we know
how to nake))))

a) As asententiatlausein thePTB

(S-3 (NP-SBJ (PRP W&))
(VP (VBP neke)
(NP (NP (WP what ) )
(SBAR (WHNP-1 (-NONE- 0))
(S we know ...)))))
b) As aNounphraseafterpre-processed

Figureb5: Freerelatvesin the Treebank

3.1 FreeRdatives

Freerelatives are annotatedn the PennTreebank
as sententialcomplementsas in Figure 5.a. The
extractedtree correspondingo the occurrenceof
“make” would be of a verb that takes a sentential
complemen{SBAR). Thisdoesnotseemo becor
recf, asthepropersubcatgorizationof theverboc-
currences transitie.

In fact, free relatves may occurwherarer an NP
algumentmay occur So, the only reasonablex-
traction accountconsistentwith maintainingthem
as SBARs would be onein which every NP sub-
stitution nodein an extractedtree would admit the

®In both standardaccountsor free relatives, the Head Ac-
count(e.g.,(BresnarandGrimshav, 1978))andthe CompAc-
count(e.g.,(Groosandvon Riemsdijk,1979)),commonlydis-
cussedn theliterature the presencef the NP (or DP) is clear

existenceof a counterpartree,identicalto thefirst,
exceptthatthe NP amgumentlabelis replacedwith
an SBAR. Insteadwe optedto reflectthe NP char
acterof thefreerelatveshby pre-processinthe cor
pus (using the Head-analysisfor practicalconve-
nience). The annotatedexampleis then automat-
ically replacedwith the onein Figure5.b Other
casesof free-relatves (non-NP) are rare and not
likely to interferewith verb subcatgorization.

3.2 Wh percolation up

In the PennTreebankhe sameconstituenis anno-
tatedwith differentsyntacticcategyoriesdepending
on whetherit possessesr not the wh feature. For
instance,a regular noun phrasehas the syntactic
catgory NP, whereaswhenthe constituentis wh-
marked,andis in thelandingsite of wh-movement,
it carriesthe label WHNP.” While that might look
appealingsincethe two constituentsseemto have
distinct distributional properties,it posesa design
problem. While regular constituentsinherit their
syntacticcateyorial feature(i.e. their label) from
their headswh projectionsareoftenformedby in-
heritancefrom their modifiers. For instance:“the
father”is an NP, but modified by a wh expression
(“the fatherof whom”, “whosefather”, “which fa-
ther”), it becomesa WHNP. The only solutionwe
sedsto allow for nounsandNPsto freely projectup
to WHNPsduringextraction® Ontheotherhand,in

"Whenthe constituenis notwh-moved, it is correctlypre-
senedasanNP, as“what” in “Who atewhat?”.

80f courseanothersimple solutionwould be meming the
wh constituentsvith their non-whcounterparts.
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Figure6: “Unlik e CoordinatedPhrases”

casesvhenthewh constituents in a non-whposi-
tion, we needthe oppositeeffect: a WHNP (or wh-
nounPOStag)is allowedto projectup to anNP.

3.3 Unlike Coordinated Phrases (UCP)

This is the expressionusedin the PTB to denote
coordinatedphrasesn which the coordinatedcon-
stituentsarenot of the samesyntacticcateyory. The
rationalefor the existenceof suchconstructionss
thatthe coordinatedconstituentsare alternatve re-
alizationsof the samegrammaticalfunction with
respectto a lexical head. In Figure 6.a, both a
nounandanadjectve areallowedto modify another
noun,andthereforethey canbe conjoinedwhile re-
alizing thatfunction. Two othercommoncasesre:
coordinationof predicatesn copularconstructions
(Figure6.b)andadwerbialmodification(Figure6.c).
We dealwith theproblemasfollows. First,weal-
low for aUCPto beextractedasanargumentwhen
the headis a verb andthe UCP is marked predica-
tive (PRD functiontag)in thetraining example;or
wheneer the headis seento have an obligatory
argument requirement(e.g., prepositions: “They
come from ((NP the house)and (PP behind the
tree))”). Seconda UCP is allowed to modify (ad-
join to) mostof the nodesaccordingto evidencein
the corpusandcommonsensdin thefirst andthird
examplesabore we had NP and VP modification).
With respecto thehosttree, whenattachedisanar
gumentthey aretreatedik e ary othernon-terminal:
a substitutionnode. The left treein Figure7 shavs

/\
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Figure7: Extractedtreesfor UCP

the casewherethe UCP is treatedasa modifier In
factthetreesarebothfor theexamplein Figure6.a.
Notice that the treeis non-lexicalized to avoid ef-
fectsof sparsenes3 heUCPis thenexpandedasin
theright treein Figure7: aninitial treeanchoredy
theconjunction(thetreeattacheitherto atreelike
theonein theleft or asatrue agument- the latter
would bethe casefor the examplein Figure6.b).
Now, the caveats. First, we are giving the UCP
the statusof an independennon-terminal,asif it
hadsomeintrinsic cateyorial significanceasa syn-
tacticprojection). Theassumptiorof independence
of expansion,thatfor contet-free grammargs in-
herentto eachnon-terminal,in TAGsis furtherre-
stricted to the substitutionnodes. For example,
whenan NP appearsassubstitutionnode,in a sub-
jector objectposition,or asanagumentof aprepo-
sition or a genitive marker, we are statingthat ary
possibleexpansiorfor theNP is licensedhere.The
samehappendor otherlabelsin algumentpositions
aswell. While thatis anovergeneratingassumption
(e.g.the expletive “there” cannotbe the realization
of anNP in objectposition),it is generallytrue. For
the UCPR, however, we know that its expansionis
in fact strongly dependenbn where the substitu-
tion nodeis, aswe have amguedbefore. In fact it
is lexically dependenfcf. “I know ((the problem)
and(thatthereis nosolutionto it))”, wherethecon-
junctsarelicensedby the subcatgorizationsof the
verb“know”). Onthe otherhand,it doesnot seem
reasonable¢o expandthe UCP nodeat the hosting
tree— a crossproductexplosion. A possibleway of
alleviating this effect could be to expandonly the
auxiliary trees(a UCP modifying a VP is distinct
from a UCP modifying an NP, and morewer they
areindependentf lexical items).But for true argu-
mentpositionsthereseemgo be no clearsolution.
Secondtheoddity of theUCPasalabelbecomes
apparentonce againwhen thereare multiple con-
juncts,asin Figure8: it is enoughfor oneof themto
bedistinctto turn the entireconstitueninto a UCP.
Recursie decompositionin the grammarin these
situationsclearlyleadsto somenon-standardrees.
Finally, andmorecrucially, we have omittedone
casein our discussion:the casein which the UCP
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Figure8: UCPwith multiple conjuncts

(S (NP-SBJ-1 The Series 1989 B bonds)
(VP (VBP are)
(VP (VBN rated)
(S *-1 double-A))))

(S (NP-SBJ-1 The Series 1989 B bonds)
(VP (VBP are)
(UCP- PRD (ADJP-PRD (JJ uninsured))
(CC and)
(VP (VBN rated)
(S *-1 double-A)))))

Figure9: UCPinvolving VP agumentof thecopula

is thenaturalhead-childof somenode.Undersome
accountsof grammardevelopmentthis never hap-
pens:we have obsered that UCP doesnot appear
asheadchild in the accountwherethe headis the
syntacticheadof a node. We have not alwaysfol-
lowedthis rule. With respecto the VP head,sofar
we have followed one major tendeng in the com-
putationalimplementatiorof lexicalizedgrammars,
accordingo whichlexical verbsarepreferedo aux-
iliary verbsto headthe VP. Now, considerthe pair
of sentences Figure9.

Underthelexical verbparadigm,in thefirst sen-
tencethe derivation would startwith aninitial tree
anchoreduy the pastparticipleverb (“rated”). But
thenwe have aninterestingproblemin the second
sentencefor which we do not currentlyhave a neat
solution. Following Xia's samplesettingsof Lex-
Tract parametersjn thesecasesthe extraction is
rescuedy switchingto the otherparadigm:theini-
tial treeis extractedanchoredy the auxiliary verb
with a UCP agument,andthe VP is acceptechsa
possibleconjunct. A systematicnove to the syn-
tactic head paradigm,which we may indeedftry,
would have importantconsequences the locality
assumptiongor thegrammardevelopment.

3.4 VP topicalization

Another problem with the lexical verb paradigm
(seealso discussionunder UCP above) is the VP
topicalizationasin the sentencen Figure10. The
solution currently adopted(again, inherited from

(SINV (ADVP (RB Al'so))
(VP-TPC-2 (VBN excl uded)
(NP (-NONE- *-1)))
(VP (MD will)
(VP (VB be)
(VP (-NONE- *T*-2))))
(NP-SBJ-1 investments in ...))

Figure10: VP topicalization

(S (NP-SBJ (NNP Congress))
(VP (MD coul d)
(VP (VB pass)
(ADVP- M\R (RB qui ckly))

S (NP (NP (DT a)
()
NPl VP
IS (33 <! san)
Vo NP

( )
(NN bill))

(VP (VBG cont ai ni ng)
(ADVP (JJ only))

(NP ))))))

Figurell: Theextrapositionproblem

Xia’'s samplesettings)is asabove: the paradigmis
switchedandthe auxiliary verb (“be”) is chosenas
theanchorof theinitial tree.

3.5 Extraposition and Verb Subcategorization

One of the key design principles that have been
guidinggrammardevelopmentwith TAGsis to keep
verb agumentsas substitutionslots local to the
treeanchoredoy the verh It is widely known that
the Penn Treebankdoesnot distinguishverb ob-

jectsfrom adjuncts.Sosomesortsof heuristicsare
neededo decide,amongthe candidateswhich are
to betakenasamgumentgKinyon andProlo,2002);
the restis extractedas separate/P modifier trees.
However, this stepis not enoughfor the treesto

correctly reflect verb subcatgorizations. The oc-
currenceof discontinuousirgumentsfrequentlyex-

plainedasargumentextraposition(the algumentis

raisedpastthe adjunct)createsa problem. In the
sentencén Figurelltheverb“pass”’shouldanchor
atreewith oneNP object.

However in suchatreeit would beimpossibleto
adjointhetreefor theintervening ADVP “quickly”
asa VP modifier andstill have it betweenthe verb
andtheNP? LexTractthenwouldinsteadextractan

%A striking useof sisteradjunctionin (Chiang,2000)is ex-
actly the elegantway it solvesthis problem:the non-agument
treecanbeadjoinedontoanode(say VP), positioningitself in
betweerthe VP’s children,whichis not possiblewith TAGs.
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Figurel2: Parentheticals

intransitve treefor the VB “pass”, onto which the
ADVP modifiertreewould adjoin. Theseconddd-
ity is thatthe NP objectwould alsobeextractedasa
VP modifiertree. In anutshell,objectsin extracted
treesarerestrictedo thosewhicharenotextraposed
andhencethetreesmay not truly reflectthe proper
domainof locality. Oneview is thatthe setof trees
for acertainsubcatgorizationframewould include
thesedegeneratecases.LexTract hasan optionto
allow limited discontinuity i.e.,a non-agumentse-
guencebetweertheverbandthefirst object(but not
betweentwo objects). The non-agumentswould
thenbe adjoinedto the V nodel® Sofar we have
usedonly thelatteralternatve.

It is worth mentioningtwo other casesof extra-
position. Subjectextrapositionis handledby having
theextraposedubjectusuallyasententiaform, ad-
join atthe VP of whichit is thelogical subject(the
original positionis still occupiedoy anNP with the
expletive pronoun“it”). Relatve clauseextraposi-
tion is modeledby arelatve clausetree,only it ad-
joinsata VP, insteadof atanNP asis usual.

3.6 Parentheticals

Parentheticalexpressionsare ubiquitous in lan-
guageithey mayappeaalmosteverywherdn asen-
tenceandcanbe of almostary category (Fig. 12).
We modelthemasadjoining,eitherto theleft or
right of the constituentthey are dominatedby, de-
pendingonwhetherthey areto theleft orright of the
headchild of the parents node. Occasionallysuch
treescanalsobeinitial. Therespecire treesfor the
examplesof Figure 12 aredrawn in Figure 13. It

100f course althoughthe solutioncoversmostof the occur
rencesandapartof ary linguistic concern,therearestill un-
coveredcasese.g.,whena parentheticaéxpressiorintervenes
betweerthefirst andthe secondargument.

NP S
N
NPx PRN PRN S
| \
NP SBAR|

Figure13: Extractedreesfor parentheticals

is alwaysthe casethat the label PRN dominatesa
singlesubstitutiornode.Wheneer thiswasnot the
casein thetraining corpus,heuristicsbasedon ob-
senationwereusedto enforcethat, by insertingan
appropriatemissingnode.

3.7 Projection labels

LexTractextractstreeswith no concernfor the ap-
propriateprojectve structureof constituentsvhen
not explicitly markedin the PTB. Figure 14 shavs
two examplesof NP modificationwherethe modi-
fiersaresinglelexical items. Theextractedmodifier
trees,shavn on the right, do not have the projec-
tion for the modifiersJJR"stronger” andthe NNP
“October” (which shouldbe, respectrely, an ADJP
andanNP). Thatis so,becaus¢hosenodesarenot
foundin theannotation.

NP

(NP (DT a) ijp*
(JJR stronger)
(NN argument))
(NP-SBJ-1 (NNP Cct ober)
(NN weat her)) NP
NNPo NPx

Figure 14: Simple modificationannotationand ex-
tractedtrees

However, if the modifiersarecomple, thatis, if
the modifiersarethemseles modified,the PTB in-
sertstheir respecire projections andthereforethey
appeaiin theextractedirees asshavn in Figurel5s.

There seemsto be no reasonfor the two pairs
of extractedtreesto be different. Much of this is
causedby the acknavledgedflatnessin the Penn
Treebankannotation.Thatsaid,thetreeslike those
in the secondpair shouldbe preferred.The projec-
tion node(ADJP or NP) is understoodo be domi-
natingits headeven whenthereis no further mod-
ification, andit shouldbe a concernof a good ex-
traction procesgo insertthe missingnodeinto the
grammar SincelLexTractdo not allow usto spec-



NP

(NP (DT an) ADTD NP
(ADJP (RB even) |
(JJIR stronger)) JIRo
(NN argunent))
(NP-SBJ-1 (NP (JJ late) NP
(NNP Cct ober))
(NN weat her)) NIP NP+«
NNPo

Figure 15: Complex modification annotationand
extractedtrees

ify for the insertionof “obligatory” projectionswe
hadto accomplishthis througha someavhatcompli-
catedpost-processingtepusinga projectiontable.
Someof our currentprojectionsare: nouns, per

sonalpronounsandthe existentialexpletive to NP;
adjectvesto ADJP;adwerbsto ADVP; sentencesi-
therto SBAR (S, SINV) or to SBARQ (SQ); Cardi-
nals (CD) to QuantifierPhrasegQP) which them-
sehes projectto NP. Notice that not all cateyories
are forcefully projected. For instance,verbs are
not, allowing for simple auxiliary extraction. IN

is also not projecteddue to its doublerole as PP
head (true preposition)and subordinateconjunc-
tion, which shouldprojectonto SBARS.

4 Conclusion

We discussedn experimentin grammarextraction
from corporawith focuson problemsarisingwhile
trying to give anadequateccountfor naturallyoc-
curingphenomenaWithoutbeingexhaustve in our
list, we expectto have brougtsomeattentionto the
needto discusssolutionsfor themwhich areasrea-
sonableaspossiblegiventhecurrentstate-of-the-art
of the linguistic researchcomputationalgrammar
developmentand automaticextraction, and given
the currentcorpusresourcest our disposition.
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