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Abstract

While recentretrieval techniquesdo not
limit the numberof index terms, out-of-
vocahulary (OOV) words are crucial in
speechrecognition. Aiming at retrieving
information with spolen queries,we fill

the gap betweenspeechrecognitionand
text retrieval in termsof the vocalulary
size. Given a spolen query we gener
atea transcriptionanddetectOOV words
throughspeectrecognition.We thencor
responddetecteddOV wordsto termsin-
dexedin atargetcollectionto completehe
transcriptionandsearchhe collectionfor
documentselevantto thecompletedran-
scription. We shaw the effectivenessof
our methodby way of experiments.

1 Introduction

Automatic speechrecognition,which decodeshu-
man voice to generatetranscriptions,has of late
becomea practicaltechnology It is feasiblethat
speechrecognitionis usedin real-world humanlan-
guageapplicationssuchasinformationretrieval.
Initiated partially by TREC-6, various methods
have beenproposedor “spoken documentetrieval
(SDR); in which written queriesareusedto search
speecharchves for relevant information (Garo-
folo et al., 1997). State-of-the-artSDR methods,
wherespeechrecognitionerror rateis 20-30%,are
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comparablewith text retrieval methodsin perfor

mance(Jourlin et al., 2000), and thus are already
practical. Possiblerationalesinclude that recogni-
tion errorsare overshadwed by a large numberof

wordscorrectlytranscribedn targetdocuments.

However, “speech-dwen retrieval,” where spo-
ken queriesare usedto retrieve (textual) informa-
tion, hasnot fully beenexplored,althoughit is re-
latedto numerouskeyboard-lessapplications,such
astelephone-basemtrieval, carnavigationsystems,
anduserfriendly interfaces.

Unlike spolendocumentretrieval, speech-dxien
retrieval is still a challengingtask,becauseecogni-
tion errorsin shortqueriesconsiderablylecreasee-
trieval accurag. A numberof referencesddressing
thisissuecanbefoundin pastresearchiterature.

Barnettetal. (1997)andCrestani2000)indepen-
dently performedcomparatie experimentsrelated
to speech-dxien retrieval, where the DRAGON
speechrecognitionsystemwasusedasan input in-
terfacefor theINQUERY text retrieval system.They
used as test queries 35 topics in the TREC col-
lection, dictatedby a single male spealer. How-
ever, thesecasegocusedonimproving text retrieval
methodsand did not addressproblemsin improv-
ing speectrecognition.As aresult,errorsin recog-
nizing spokenqueriegerrorratewasapproximately
30%) considerablydecreasetheretrieval accurag.

Althoughwe shaved thatthe useof tamgetdocu-
mentcollectionsin producinglanguagemodelsfor
speechrecognitionsignificantly improved the per
formance of speech-dxien retrieval (Fujii et al.,
2002;Itou et al., 2001),a numberof issuesstill re-
mainopenquestions.



Section2 clarifiesproblemsaddresseth this pa-
per Section3 overviens our speech-drien text
retrieval system. Sections4-6 elaborateon our
methodology Section7 describescomparatre ex-
periments,in which an existing IR test collection
wasusedo evaluatetheeffectivenes®f ourmethod.
Section8 discusseselatedresearchiterature.

2 Problem Statement

Onemajor problemin speech-drienretrieval is re-
latedto out-of-vocalulary (OOV) words.

Onthe onehand,recentIR systemsdo not limit
thevocahulary size(i.e.,thenumberof index terms),
andcanbe seenasopen-wcahlulary systemswhich
allow userdo inputary keywordscontainedn atar
getcollection. It is often the casethat a coupleof
million termsareindexedfor asingleIR system.

On the otherhand, state-of-the-arspeechrecog-
nition systemsstill needto limit the vocaklulary size
(i.e., the number of words in a dictionary), due
to problemsin estimatingstatisticallanguagemod-
els (Young, 1996) and constraintsassociatedvith
hardware, suchas memories. In addition, compu-
tationtimeis crucialfor areal-timeusageijncluding
speech-drienretrieval. In view of theseproblems,
for mary languageshe vocahuilary sizeis limited to
acoupleof tenthousandgltou etal., 1999;Pauland
Baker, 1992; Steenekn and van Leeuwen,1995),
which is incomparablysmallerthanthe size of in-
dexesfor practicallR systems.

In addition, high-frequeng words, suchasfunc-
tional words and common nouns, are usually in-
cludedin dictionariesand recognizedwith a high
accurag. However, thosewordsarenot necessarily
usefulfor retrieval. On the contrary low-frequeng
wordsappearingn specificdocumentsareoftenef-
fective queryterms.

To sum up, the OOV problem is inherentin
speech-dtien retrieval, andwe needto fill the gap
betweenspeechrecognition and text retrieval in
termsof the vocalulary size. In this paper we pro-
posea methodto resole this problem aiming at
open-wcahulary speech-drienretrieval.

3 System Overview

Figure 1 depictsthe overall designof our speech-
driven text retrieval system, which consists of

speechrecognition, text retrieval and query com-
pletion modules. Although our systemis cur

rently implementedor Japanesepur methodology
is language-independentWe explain the retrieval

processasedonthisfigure.

Given a query spolen by a user the speech
recognition module usesa dictionary and acous-
tic/languagemodelsto generatea transcriptionof
the userspeech.During this process OOV words,
which are not listed in the dictionary are also de-
tected. For this purpose,our languagemodel in-
cludesbothwordsandsyllablessothat OOV words
aretranscribecassequencesf syllables.

For example, in the casewhere “kankitsu (cit-
rus)” is not listed in the dictionary this word
shouldbe transcribedas/ka N ki tsu/. How-
ever, it is possible that this word is mistak-
enly transcribed, such as /ka N ke tsu/ and
/ka N ke tsu ke kol.

To improve thequality of our systemthesesylla-
ble sequenceBaveto betranscribedswords, which
is oneof the centralissuesn this paper In the case
of speech-dxienretrieval, whereusersusuallyhave
specificinformation needs,it is feasiblethat users
utter contentsrelatedto atargetcollection. In other
words,thereis agreatpossibility thatdetectedDOV
wordscanbeidentifiedasindex termsthatare pho-
neticallyidenticalor similar.

However, sincea) a single soundcan potentially
correspondo morethanoneword (i.e., homoryms)
and b) searchingthe entire collection for phoneti-
cally identical/similartermsis prohibitive, we need
anefficient disambiguatiormethod.Specifically in
the caseof Japanesahe homorym problemis mul-
tiply crucialbecausevordsconsistof differentchar
actertypes,i.e.,“kanji,” “katakana,” “hiragana,” al-
phabetsandothercharactersik e numerals.

To resol\e this problem,we usea two-stagere-
trieval method. In the first stage,we deleteOOV
words from the transcription,and performtext re-
trieval using remainingwords, to obtain a specific
numberof top-ranled documentsaccordingto the
degreeof relevance. Evenif speechrecognitionis
not perfect,thesedocumentsare potentiallyassoci-
atedwith the userspeechmorethanthe entire col-

1ln Japanesekaniji (or Chinesecharacter)s the idiogram,
andkatakana andhiragana arephonograms.



lection. Thus,we searchonly thesedocumentdor
index termscorrespondingo detecteddOV words.

Then, in the secondstage,we replacedetected
OOV words with identified index terms so as to
completethe transcription,and re-perfom text re-
trieval to obtainfinal outputs. However, we do not
re-performspeecirecognitionin the secondstage.

In theabove example,let usassumehatthe user
alsoutterswordsrelatedto “kankitsu (citrus); such
as“orenji (orange)”and“remon (lemon); andthat
thesewords are correctly recognizedas words. In
this case, it is possiblethat retrieved documents
containthe word “kankitsu (citrus)” Thus, we re-
placethesyllablesequencéka N ke tsu/inthe
guerywith “kankitsu,” whichis additionallyusedas
aquerytermin thesecondstage.

It may be arguedthat our methodresembleghe
notion of pseudo-releancefeedback(or local feed-
back)for IR, wheredocumentbtainedin thefirst
stageareusedto expandqueryterms,andfinal out-
putsarerefinedin thesecondstagg Kwok andChan,
1998).However, while relevancefeedbacks usedo
improve only theretrieval accurag, our methodim-
provesthespeechiecognitionandretrieval accurag.
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Figure 1: The overall designof our speech-drien
text retrieval system.

4  Speech Recognition

The speechrecognitionmodulegeneratesvord se-
quencdV, givenphonesequenceX. In astochastic
speechrecognitionframewvork (Bahl et al., 1983),
the taskis to selectthe W maximizing P(W|X),

which s transformedasin Equation(1) throughthe
Bayesiartheorem.

arg mM%XP(W\X) = argmax P(X|W)-P(W)
1)
Here, P(X|W) modelsa probability that word se-
guencelV is transformednto phonesequenceX,
and P(W') modelsa probability that W is linguis-
tically acceptable.Thesefactorsare usually called
acousticandlanguaganodels respectiely.

For the speechrecognitionmodule, we usethe
Japanesdictationtoolkit (Kawaharaet al., 2000Y,
which includesthe “Julius” recognitionengineand
acoustic/languagmodels. The acousticmodelwas
producedby way of the ASJ speecldatabas€ASJ-
JNAS) (Itou et al., 1998; Itou et al., 1999), which
containsapproximately20,000sentencestteredby
132spealersincludingthe bothgendergroups.

This toolkit alsoincludesdevelopmentsoftwares
so that acousticand languagemodelscan be pro-
ducedand replaceddependingon the application.
While we usethe acousticmodel provided in the
toolkit, we useanew languagemodelincludingboth
wordsandsyllables. For this purpose we usedthe
“ChaSen’morphologicalnalyze? to extractwords
from tenyearsworth of “Mainichi Shimhun” news-
paperarticles(1991-2000).

Then, we selected20,000high-frequeng words
to producea dictionary At the sametime, we say-
mentedremaininglower-frequeng wordsinto syl-
lables basedon the Japanesg@honogramsystem.
Theresultaninumberof syllabletypeswasapproxi-
mately 700. Finally, we produceda word/syllable-
basedtrigram languagemodel. In other words,
OOV wordsweremodeledassequencesf syllables.
Thus,by usingourlanguaganodel, OOV wordscan
easilybedetected.

In spolkendocumentetrieval, anopen-\wcalulary
method, which combinesrecognition methodsfor
wordsandsyllablesin targetspeectdocumentswas
alsoproposedWechslertal., 1998). However, this
methodrequiresan additionalcomputationfor rec-
ognizing syllables,and thusis expensve. In con-
trast,sinceourlanguagamodelis aregularstatistical
N-grammodel,we canusethe samespeechrecog-
nition framework asin Equation(1).

2http://winnie.kuis.koto-u.ac.jp/dictation
3http://chasen.aist-nara.ip



5 Text Retrieval

The text retrieval module is based on the

“Okapi” probabilistic retrieval method (Robertson
andWalker, 1994),whichis usedto computetherel-

evancescorebetweerthetranscribedjueryandeach
documentin atarget collection. To produceanin-

vertedfile (i.e.,anindex), we useChaSerto extract
contentwords from documentsas terms, and per

form aword-basedndexing. We alsoextractterms
from transcribedjueriesusingthe samemethod.

6 Query Completion

6.1 Overview

As explainedin Section3, the basisof the query
completionmoduleis to correspondOV wordsde-
tectedby speechrecognition(Section4) to index
termsusedfor text retrieval (Section5). However,
to identify correspondingndex termsefficiently, we
limit the numberof documentsn the first stagere-
trieval. In principle, termsthat areindexedin top-
ranked documentgthoseretrievedin thefirst stage)
andhave the samesoundwith detectedDOV words
canbecorrespondingerms.

However, a single sound often correspondso
multiple words. In addition, since speechrecog-
nition on a syllable-by-syllablebasisis not per
fect, it is possible that OOV words are incor
rectly transcribed. For example, in some cases
the Japanesord “kankitsu (citrus)” is transcribed
as/ka N ke tsu/. Thus,we alsoneedto con-
sider index terms that are phoneticallysimilar to
OOV words. To sumup, we needa disambiguation
methodto selectappropriatecorrespondingerms,
out of anumberof candidates.

6.2 Formalization
Intuitively, it is feasiblethatappropriatderms:

e have identical/similarsoundwith OOV words
detectedn spolenqueries,

¢ frequentlyappeain atop-ranlkeddocumentset,

e andappeaiin higherrankeddocuments.

From the viewpoint of probability theory possi-
ble representation$or the above three properties
include Equation (2), where each property corre-
spondgo differentparametersOur taskis to select

the ¢ maximizingthe value computedby this equa-
tion asthecorrespondingermfor OOV word w.
2)

> P(wlt) - P(t]d) - P(d|q)
deD,

Here,D, is thetop-ranleddocumensetretrievedin
thefirst stage givenqueryq. P(wlt) is a probabil-
ity thatindex termt¢ canbe replacedwith detected
OOV word w, in termsof phonetics. P(t|d) is the
relative frequeny of termt¢ in documentd. P(d|q)
is a probabilitythatdocumentd is relevantto query
g, which is associatedvith the scoreformalizedin
the Okapimethod.

However, from the viewpoint of empiricism,
Equation(2) is not necessarilyeffective. First, it is
not easyto estimateP (w|t) basedon the probabil-
ity theory Secondthe probability scorecomputed
by the Okapi methodis an approximationfocused
mainly on relative superiorityamongretrieved doc-
umentsandthusit is difficult to estimateP(d|q) in a
rigorousmanner Finally, it is alsodifficult to deter
minethe degreeto which eachparametemfluences
in thefinal probability score.

In view of theseproblems,through preliminary
experimentsve approximatedequation(2) andfor-
malizeda methodto computethe degree (not the
probability)to whichgivenindex term¢ corresponds
to OOV word w.

First,weestimateP (w|t) by theratiobetweerthe
numberof syllablescommonlyincludedin both w
andt¢ andthe total numberof syllablesin w. We
usea DP matchingmethodto identify thenumberof
casegelatedto deletion,insertion,and substitution
in w, onasyllable-by-syllabléasis.

Second,P(w(t) shouldbe moreinfluential than
P(t|d) and P(d|q) in Equation(2), althoughthe
lasttwo parametersre effective in the casewhere
alargenumberof candidatephoneticallysimilar to
w areobtained.To decreas¢heeffectof P(¢|d) and
P(d|q), we tentatvely uselogarithmsof thesepa-
rametersin addition,we usethe scorecomputedoy
the Okapimethodas P(d|q).

Accordingto the above approximationwe com-
putethe scoreof ¢ asin Equation(3).

> P(wlt) -log(P(t|d) - P(dlg))
deDy

@)



It should be noted that Equation (3) is indepen-
dent of the indexing method used, and therefore
t canbe ary sequencesf charactersontainedin

D,. In otherwords,ary typesof indexing methods
(e.g.,word-basedand phrase-basethdexing meth-
ods)canbeusedin our framework.

6.3

Sincecomputatiortime is crucialfor areal-timeus-
age,we preprocesslocumentsn atargetcollection
so asto identify candidatetermsefficiently. This
processs similarto theindexing procesgerformed
in thetext retrieval module.

In the caseof text retrieval, index termsareorga-
nizedin aninvertedfile sothatdocumentsncluding
termsthat exactly matchwith query keywords can
beretrievedefficiently.

However, in the caseof querycompletion,terms
thatareincludedin top-ranlkeddocumentsieedo be
retrieved. In addition,to minimizea scorecomputa-
tion (for example,DP matchingis time-consuming),
it is desirableto deleteterms that are associated
with adiminishedphoneticsimilarity value, P(w|t),
prior to the computationof Equation(3). In other
words,anindex file for querycompletionhasto be
organizedsothata partial matchingmethodcanbe
used. For example,/ka N ki t su/ hasto bere-
trievedefficiently in responséo/ka N ke tsul.

Thus, we implemented a forward/backvard
partial-matchingnethod,n which entriescanbere-
trieved by ary substringgrom the first/lastcharac-
ters. In addition, we index words and word-based
bigrams,becausepreliminary experimentsshoved
thatOOV wordsdetectedyy our speechrecognition
module are usually single words or short phrases,
suchas"ozon-houru (ozonehole)”

Implementation

7 Experimentation

7.1 Methodology

To evaluatethe performancef ourspeech-dtienre-
trieval systemwe usedthe IREX collectiorf. This
test collection, which resemblesone usedin the
TREC ad hoc retrieval track, includes30 Japanese
topics(informationneed)andrelevanceassessment
(correctjudgementfor eachtopic, alongwith target

“http://cs.iyu.edu/s/projects/proteus/iréindex-e.html

documents. The target documentsare 211,853ar-
ticles collectedfrom two yearsworth of “Mainichi
Shimlun” newvspaper(1994-1995).

Eachtopic consistof thelD, descriptiorandnar
rative. While descriptionsare shortphrasegelated
to the topic, narratves consistof one or more sen-
tenceslescribinghetopic. Figure2 shavsanexam-
ple topicin the SGML form (translatednto English
by oneof the organizersof the IREX workshop).

However, sincethelREX collectiondoesnotcon-
tain spolen queries,we asled four spealers (two
males/femalesjo dictatethe narratve field. Thus,
we producedour differentsetsof 30spolenqueries.
By usingthosequerieswe comparedhefollowing
differentmethods:

1. text-to-text retrieval, which usedwritten narra-
tives as queries,and can be seenas a perfect
speech-drientext retrieval,

. speech-dxien text retrieval, in which only
wordslistedin the dictionaryweremodeledin
the languagemodel(in otherwords,the OOV
word detectionandquerycompletionmodules
werenot used),

. speech-dxien text retrieval, in which OOV
wordsdetectedn spolen querieswere simply
deleted(in otherwords, the query completion
modulewasnot used),

. speech-dxien text retrieval, in which our
methodproposedn Section3 wasused.

In casesof methods2-4, queriesdictatedby four
spealerswereusedindependentlyThus,in practice
we comparedl3 differentretrieval results. In addi-
tion, for methods2-4, ten yearsworth of Mainichi
Shimbun Japanes@enspaperarticles (1991-2000)
were usedto producelanguagemodels. However,
while method2 usedonly 20,000 high-frequeng
words for languagemodeling, methods3 and 4
alsousedsyllablesextractedfrom lowerfrequeng
words(seeSectiond).

Following the IREX workshop,eachmethodre-
trieved300top documentdn responséo eachquery
andnon-interpolatedwverageprecisionvalueswere
usedto evaluateeachmethod.



<TOPI C<TOPI G- | D>1001</ TCPI C- | D>

<DESCRI PTI ON>Cor por at e ner gi ng</ DESCRI PTI ON>

<NARRATI VE>The article describes a corporate nmerging and in the article,
nane of conpanies have to be identifiable.
and the purpose of the nmerging have to be identifiable.
corporate unifications and corporate buy-

i ncl udes corporate acquisition,
i ng. </ NARRATI VE></ TOPI C

t he
Information including the field
Cor por at e nergi ng

Figure2: An Englishtranslationfor anexampletopicin theIREX collection.

7.2 Resaults

First, we evaluatedthe performanceof detecting
OOV words. In the 30 queriesusedfor our eval-
uation, 14 word tokens (13 word types) were OOV
words unlistedin the dictionary for speechrecog-
nition. Table 1 shavs the resultson a spealer-by-
spealer basis, where “#Detected” and “#Correct”
denotethe total numberof OOV wordsdetectedby
our methodandthenumberof OOV wordscorrectly
detected respectiely. In addition, “#Completed”
denotesthe number of detectedOOV words that
werecorrespondetb correctindex termsin 300top
documents.

It shouldbe notedthat“#Completed"wasgreater
than “#Correct” becauseour methodoften mistak-
enlydetectedvordsin thedictionaryasOOV words,
but completedhemwith index termscorrectly We
estimatedrecall and precisionfor detectingOQV
words, and accurag for query completion, as in
Equation(4).

I _ #Correct
reca = =5
. C t

C leted

Looking at Table1, onecanseethatrecallwasgen-
erally greaterthan precision. In otherwords, our
methodtendedo detectasmary OOV wordsaspos-
sible. In addition,accurag of querycompletionwas
relatively low.

Figure3 shavs examplewordsin spolenqueries,
detectedas OOV words and correctly completed
with index terms. In this figure, OOV words are
transcribeadwith syllableswhere*: ” denotesalong
vowel. Hyphensare inserted betweenJapanese
words,which inherentlylack lexical segmentation.

Secondto evaluatethe effectivenesf our query
completionmethodmorecarefully we comparede-
trieval accurag for methodsl-4 (seeSection7.1).
Table 2 shavs averageprecisionvalues, averaged
over the 30 queries for eachmetho®. The average
precisionvaluesof our method(i.e., method4) was
approximately87% of thatfor text-to-text retrieval.

By comparingmethods2-4, onecanseethatour
methodimproved averageprecisionvaluesof the
other methodsirrespectve of the spealer. To put
it more precisely by comparingmethods3 and 4,
one canseethe effectivenessof the query comple-
tion method. In addition,by comparingmethods2
and4, one canseethat a combinationof the OOV
word detectionand query completionmethodswas
effective.

It may be amguedthat the improvementwasrel-
atively small. However, sincethe numberof OOV
wordsinherentin 30 querieswasonly 14, the effect
of our methodwasovershadwedby alargenumber
of otherwords. In fact, the numberof wordsused
as querytermsfor our method,averagedover the
four spealers,was421. Sinceexisting testcollec-
tions for IR researchwere not producedto explore
the OOV problem, it is difficult to derive conclu-
sionsthat are statisticallyvalid. Experimentsusing
largerscaletestcollectionswherethe OOV problem
is morecrucialneedto befurtherexplored.

Finally, we investigatedthetime efficiency of our
method,and found that CPU time requiredfor the
guery completionprocessper detectedOOV word
was 3.5 second§AMD Athlon MP 1900+). How-
ever, an additional CPU time for detectingOOV
words, which can be performedin a corventional
speechrecognitionprocesswasnot crucial.

SAverage precisionis often usedto evaluatelR systems,

which should not be confusedwith evalugion measuresn
Equation(4).



Tablel: Resultsfor detectingandcompletingOOV words.

Spealer #Detected #Correct #Completed Recall Precision Accuragy

Female#1 51 9 18 0.643 0.176 0.353

Female#2 56 10 18 0.714 0.179 0.321

Male #1 33 9 12 0.643 0.273 0.364

Male #2 37 12 16 0.857 0.324 0.432

Total 176 40 64 0.714 0.226 0.362

OOV words Index terms(syllables) Englishgloss
/gu re : pu ra chi na ga no/ gureepu-furuutsu/gu re : pu fu ru : tsu/ grapefruit
/lya yo i chi tal Yayoi-jidai lya yo i ji da i/ the Yayoi period
/ni ku ku ra i su/ nikku-puraisu/ni g ku pu ra i su/ Nick Price
/be N pi/ benpi /be N pi / constipation

Figure3: ExamplewordsdetectecasOOV wordsandcompleteccorrectlyby our method.

7.3 AnalyzingErrors

We manually analyzedseven caseswhere the av-
erageprecisionvalue of our method was signifi-
cantly lower thanthat obtainedwith method?2 (the
total numberof casesvasthe productof numbersof
gueriesandspealers).

Amongtheseserencasesin five caseur query
completionmethodselectedincorrectindex terms,
althoughcorrectindex termswereincludedin top-
ranked document®obtainedwith the first stage.For
example,in the caseof the query 1021 dictatedby
afemalespealer, theword “seido (institution)” was
mistalenly transcribedas/se N do/. As aresult,
the word “sendo (freshnesg’ which is associated
with the samesyllable sequencesyas selectedas
theindex term. The word “seido (institution)” was
thethird candidatebasedon the scorecomputedby
Equation(3). To reducetheseerrors,we needto en-
hancethe scorecomputation.

In anothercase,our speechrecognitionmodule
did not correctlyrecognizewordsin the dictionary
anddecreasetheretrieval accurag.

In the final case,a fragmentof a narratve sen-
tenceconsistingof tenwordswasdetectedasa sin-
gle OOV word. As a result, our method, which
can completeup to two word sequenceskmistak-
enly processethatword,anddecreasetheretrieval
accurag. However, this casewas exceptional. In
most cases,functional words, which were recog-
nizedwith a high accurag, sggmentedOOV words
into shorterfragments.

Table2: Non-interpolatedaverageprecisionvalues,
averagedver 30 queriesfor differentmethods.

Spealer\Method 1 2 3 4

Femalet#1 — 0.2831 0.2834 0.3195
Female#2 - 0.2745 0.2443 0.2846
Male#1 — 0.3005 0.2987 0.3179
Male #2 - 0.2787 0.2675 0.2957
Total 0.3486 0.2842 0.2734 0.3044

8 Redated Work

The method proposedby Kupiec et al. (1994)
and our methodare similar in the sensethat both
methodsusetarget collectionsas languagemodels
for speechrecognitionto realize open-wcalulary
speech-dtienretrieval.

Kupiec et al's method,which is basedon word
recognitionand acceptsonly shortqueries,derives
multipletranscriptioncandidatesi.e., possiblevord
combinations)and searches tamget collection for
the mostplausibleword combination. However, in
the caseof longerqueriesthe numberof candidates
increasesandthusthe searchingostis prohibitive.
Thisis areasornwhy operationakpeechrecognition
systemdave to limit thevocalulary size.

In contrast,our method,which is basedon a re-
centcontinuous speectrecognitionframework, can
acceptlongersentences Additionally, our method
usesa two-stageretrieval principleto limit a search
spacen atargetcollection,anddisambiguatesnly
detectedOOV words. Thus, the computationcost
canbeminimized.



9 Conclusion

To facilitate retrieving information by spolen
gueries, the out-of-vocalulary problemin speech
recognitionneedsto be resoled. In our proposed
method,out-of-vocalulary wordsin a queryarede-
tectedby speechrecognition,and completedwith

termsindexed for text retrieval, so asto improve

therecognitionaccurag. In addition,thecompleted
gueryis usedto improve theretrieval accurag. We

shawved the effectivenessof our methodby using
dictatedqueriesn theIREX collection. Futurework

would include experimentsusing largerscale test
collectionsin variousdomains.
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