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Abstract

Natural language parsihg requres ex-
tensie lexicons contining subategori-
satin information for specfic sublan
guages. This paperdescibesan unsiper
vised methal for acquiring both syntec-
tic andsematic subcaegorisationrestric-
tions from corpora. Specialattertion will

be paid to the role of co-compositon in
the acqusition straegy. The acqured in-
formation is usedfor lexicon tuning and
parsngimprovement.

1 Introduction

Recent lexicalist Grammars projed the sulrat-
egorisation information encodng in the lexicon
onto syniactic strucures. These grammarsuse
accuatesubateggorisedlexiconsto restict potertial
synfactic structures. In terms of parsirg devel-
opment it is broadly assumedthat parses neel
suchinformationin orderto redue the numberof
possble andyses and, therdore, solve syntactic
ambiguty. Over the last yeas various method
for acquring sulrateyorisation information from
corpora hasbeenproposed Someof theminduce
synfactic subcaegorisation from taggel texts
(Brent, 1993 Briscoeand Carrol, 1997; Marques,
2000. Unfortunately, syntactic informationis not
enouwgh to solve structural ambiguty. Conside the
following verbd phrases:

(1) [peel[ ~ p thepotato][pp with aknife]]
(2) [peel[~p [~ p thepotato][pp with aroughstain]]]
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The attachment of “with_PP” to both the verb
“ped” in phrag (1) andto the NP “the potdo” in

(2) doesnot depem only on syntactic requirements.
Indeed, it is not possble to attachthe PP “with

a knife” to the verb “ped” by asseling that this
verb sulcategorises a “with_PP’. Such a subate-
gorisation information camot be usedto explain

the analsis of phra® (2), whereit is the NP “the

potao” thatis attechedto the “with_PP”. In orde

to decice the correct analysis in both phrases,we
arehelped by our world knowledge abaut the action

of peelng, the use of knifes, and the attributes
of potaoes. In geneal, we know that knifes are
usedfor peding, and potatoescan have different
kinds of stairs. So, the parse is ableto propcse a
correct analsisonly if thelexiconis providedwith,

not only syntectic subcaegorisation information,
but also with informaion on semant-pragmatic
requrements(i.e., with selecton restictions).

Otherworks attemptto acqure selecion restric
tions requring pre-existing lexical res®urces The
learring algarithm requres samplecorpora to be
congituted by verb-noun nounverb, or verb-prep-
noun depadendes, where the nours are semanti
cally taggel by using lexical hierachies such as
WordNet (Resnik,1997; Framis,1995. Selectio
restictions areinducedby considerng thosedepen
dengesasso@tedwith the samesemantt tags.For
instance,if verbratify frequently appearswith nours
semaritally tagged as“legal documents” in the di-
rectobject position (e.g.,article, law, precey, ...),
thenit follows that it mustselec for nours denot
ing legal doauments.Unforturately; if a pre-defined
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setof semantt tagsis usal to anndatethe training
corpus, it is not obvious that the tagsavailable are
the more apprriatefor extracting doman-spedic
semani restictions. If thetagswerecreatedspecif
ically to cagurecorpus depandentrestictions,there
could be seriots problemsconcening portability to
anew spedfic doman.

By contrast, unsugervised stratgies to acquire
seledion restiictions do not requre a training cor-
pusto be semanically anndatedusing pre-eisting
lexical hierachies (Sekineet al., 1992 Daganet
al., 1998; Grishmanand Sterling, 1994) They re-
quireonly aminimumof linguistic knowledgein or-
dertoidentfy “meanirgful” synacticdepemences.
Accordng to the Grefengette’s terminolbgy, they
can be classified as “knowledge-pmr appraches$
(Greferstette 1994). Semanticpreferenesarein-
ducel by merely using co-occurrence data, i.e., by
using a similarity measue to idertify wordswhich
occu in the samedependenges. It is assmedthat
two wordsaresemantially similar if they appeain
the samecontexts andsyntactic depemencies.Con-
siderfor instancethatthe verb ratify frequently ap-
pearwith the noun organisationin the subgct po-
sition. Moreover, suppae that this noun turns to
be similar in a particular corpus to othe nouns
e.g.,secetary andcourcil. It follows thatratify not
only selects for organisation, but also for its simi-
lar words. This seemdo beright. However, suppse
thatorganisation alsoappersin expressiondikethe
organisation of sodety began to be disturbedin the
lastdecale or they areinvolvedin theactud organ
isation of things, with a significant different word
meaniry. In this case the noun meansa partcu-
lar kind of process. It seemsobvious thatits sim-
ilar words, secetary and coundl, cannd apper in
such subategorisation contexts, since they arere-
lated to the other sen® of the word. Soft clustes,
in whichwordscanbemembersf different clusters
to different degrees, might solve this probdem to a
certan extent(Pereiraetal., 1993. We claim, how-
ever, that classmembersip shoud be modekd by
booleandecisbns. Sincesubcaegorisation contexts
regure wordsin bodeanterms(i.e.,wordsareeither
requred or notrequred), wordsareeithe members
or not membersf spedfic subcagorisdion clases.
Hence,we proposea clugering methodin which a
word may be gatheed into different bodean clus-

ters, eachcluster representirg the semantt restric
tions imposel by a classof sulcategorisation con
texts.

This pape desribesanunsugervised methodfor
acquring information on syntactic and semantt
subategyorisationfrom partidly parsedtext corpaa.
Themainassumptions undetying our propcsal will
be introducel in the following sedion. Then, sec-
tion 3 will presem the different steps -extraction of
canddatesulcatayorisation restiictions andconcep-
tual clusteing- of our learring methal. In sedion
4, we will showhow the dictionary entries are pro-
vided with the learred informaion. The accuacy
and coverage of this informationwill be measurd
in a particular application: attadimentresoluion.

Theexperimentspresemedin this paperwereper-
formed on 1,5 million of words belonging to the
P.GR. (PortugueseGeneal Attorney Opiniors) cor-
pus, which is a domainspedfic Portugiesecorpus
containing case-&w documents.

2 Underlying Assumptions

Our acqusition methal is basedon two theaeticd
assunptions First, we assumea very geneal no-
tion of linguistic subcaegorisation. More preciely,
we consicer that in a “head-compkement” depen
deng, not only the headimposes constaintson the
complament, but alsothe compkementimposeslin-
guidic requrementson the head. Following Puste-
jovsky’sterminology, we call this phenanenon“co-
compodtion” (Pustepvsky, 1995). So,for a partcu-
lar word, we attemptto learnbothwhatkind of com-
plemens andwhatkind of headsit sulrateorises.
For instarce,corsiderthecomposiiond behavior of
the nounrepubic in a domahn-speific corpus. On
the onehard, this word appersin the heal postion
within dependendes sud asrepubic of Ireland re-
public of Portugd, andsoon. Onthe othe hand,it
appersin thecompkementpostion in dependerties
like presicent of the republic, govemmentof there-
public, etc. Giventhatthereareinteresting semantt
regularities amongthe words coocairring with re-
public in suchlinguistic contexts, we attemptto im-
plemert an algorithm letting us learntwo different
subatgyorisationcontexts:

o [\z(of;republict,z’)] where prepgition
of introducesa binary relation betwee the word



repuldic in the role of “head” (role noted by ar
row “+”), andthose wordsthat can be their “com-
plemens” (the role complementis notedby arrow
“T). This subategorisation coniext semarically
requresthe compkementseferiing to particularna-
tions or stateg(indeed, only natons or states canbe
republics).

o [\z*(of;x*, republic')]  this represents a
subateyorisation context that must be filled by
those headsdemting specific partsof the repubic:
e.g.,institutions, organisaions,functions,andsoon.

Note that the notion of subcaegorisation restric
tion weusein this paperembraesbothsyntacticand
semant prefeences

The secad assumption coneernsthe procedire
for building classesof similar subategorisationcon
texts. We assume, in particular, that different sub-
categorisation contexts areconsdered to be seman
tically similar if they have the sameword distribu-
tion. Let'stake, for instarce, thefollowing contexts:

[zt (of;xt republict)] [Mat(of;zt,state™)]
Azt ('s;of ficet, )] [AzT (i0bj_onsbe—incumbentt zh)]

All of themseen to sharethe samesematic pref-
eren@s. As these contexts require words denot
ing the samesemanticclass,they tend to possess
the sameword distribution. Moreover, we also as-
sumethat the setof words required by thesesimi-
lar sulcategorisation contexts repregntsthe extern-
sional descrption of their sematic prefaences. In-
deed sincewords minister presdent,asembly ...
have similar distribution onthosecortexts, they may
be usedto build the extensiond classof nouns that
actudly fill the semaric requirrmentsof the con
texts. Suchwords are, then, semanttally subate-
gorisedby them.Unlike mostunaupenisedmethoc
to seledion restridions acqusition, we do not use
the well-known stratey for measumg word simi-
larity based on distributional hypothesis. Accord
ing to this assumption,wordscooaurring in similar
subateyorisationconiexts are semarically similar.
Yet, ashasbeen saidin the Introduction, sud a no-
tion of word similarity is not sensiive to word poly-
semia.By contrast,theaimof our methodis to mea-
suresemantt similarity betweensubategorisation
contexts. This allows usto assign a polysemicword
to different contextual clas®s of sulcateyorisation.

Thisstratgy is alsousedin the Asiumsysem(Faure
andNédellec, 1998;Faure,2000).

3 Subcategorisation Acquisition

To evaluae the hypathese presentedabove, a soft-
ware packaye was developedto suppat the auto
matic acqusition of syrtactic andsemairic sulcat-
egorisation information. The leaming stratay is
mainly condituted by two sequentid procedues.
Thefirst oneaimsto extract subcaegorisation can-
didaes,while the secand oneleadsusto both iden
tify correct subcaegorisation cardidates andgathe
theminto semanit classesof sulcateyorisation. The
two procedireswill be accuately descrbedin the
remainckr of the sectian.

3.1 Extraction of Candidates

We have developed the following procedurefor ex-

tracing those synactic pattens that could becane
later true subcaegorisation contexts. Raw text is
tagged (Margues, 2000) and then analyzed using
somepotenialities of the shallowparser introduced
in (Rocio et al., 2001). The parer yields a single
partial syntactic description of senenceswhich are
analyzedasseqencesof basicchunks (NP, PR VP,

...). Then,attachmentis tempaarily resohed by a
simpleheuristic basedon right assaiation (a churk
tend to attachto anotter churk immediatey to its
right). Following our first assumptionin secton 2,

we congder that the word heals of two attaded
churks form a binary dependeny that is likely to
be split in two sulcateyorisation contexts. It canbe
easily seenthatsyntadic errors mayappeasincethe
attadmentheuistic doesnot take into accouwnt dis-
tant dependerties! For rea®ns of attadimenter-

rors, it is argued herethattheidentfied subategori-

satin contets aremerehypoteseshence they are
meresuba@teyorisationcanddates Finally, the set
of words appering in eachsubategorisation cor-

text areviewedascanddatesto bea semanticclass.
For example,the phrase

emanou de facto da lei
([it}] emanatedn factfromthelaw)

1The errorsare caused not only dueto this restrictive at-
tachmentheuristic, but also due to further misleadings.e.g.,
words missing from the dictionary words incorrectly tagged,
othersortsof parsetimitations, etc.



would producethefoll owing two attachments:
(iobj_de; emanart, facto?) (de; factot,leil)

from whichthefollowing 4 subcaegorisationcand
datesaregererated

[Mzt(iobj_deszt,facto™)] [AzT(iobj_dejemanart,z™))
Mzt (deszt leiN)] [AzT(de;factot,z™)]

Since the prepositional complement de fact o

represents an adwerbial locution interpolated be-
tweenthe verb and its real complanentda lei

the two proposedattachmentsareodd Hence,the
four subcdaegorisation contexts shauld not be ac-
quired. We will seehow our algorithm allows usto
learnsubcaegorisationinformaton thatwill beused
laterto invalidatesuchodd attachhmentsandpropose
newv ones. The algarithm bascally works by com-
paring the similarity betweenthe word setsassoci
atedto eachsubatgyorisationcandichte.

Let’s note finally that unlike mary learning ap-
proaches, information on co-composiion is avail-
able for the chamacterization of syntactic subate-
gorisation contexts. In (Gamallo et al., 2001b),
a stratgy for measuing word similarity basedon
the co-compositon hypothesis was compare to
Grefengtettés stratgy (Grefengette, 1994). Ex-
perimertal testsdemorstratel that co-compostion
allows afiner-grainedchaiacterizationof “mearing-
ful” syntacticcontexts.

3.2 Clustering Similar Contexts

Accordng to the secom assumption introduced

above (sectbn 2), two subategorisation contexts
with similar word distribution shoud have thesame
extersional definition and then, the sameseledion

restiictions. This way, theword setsasso@tedwith

two similar contexts are meiged into a more gen

eral set, which representstheir extensiond seman

tic preferencas. Consicer the two following sub

categorisation contexts andthe wordsthatapperin

them:

[)\;UT(of;infringmnentl ,wT)] = {article law norm precept...}

[)\IT(dobj;infringei,mT)] = {article law norm right...}

Since both contexts have a similar word dis-
tribution, it can be amgued that they shae the
same selection restrictions Furthermae, it

must be inferred that the words assodated to
them are all co-hyprnyms belorging to the
same contet-dependen semant class. In

our corpws, context [Az'(dobj;violart,zT)]
(to infringe) is not only corsidera similar
to context [Az*(de;violagdot,z™)] (infringe-

ment of) , but also to other contexts such as:
[Az*(dobj; respeitart,z’)] (to respet) and
Az (dobj; aplicar, z1)] (to apply) .

In this sectin, we will spedfy the procedire
for learring context-dependert semantt classe by
compamg similarity betwea the previously ex-
tracted contextual word sets. This will be dore in
two steps: filtering andclugtering.

3.2.1 Filtering

As hasbeensaidin the introducion, the cooper-
ative systemAsium alsoextract similar subategori-
satin contexts (Faureand Nédellec, 1998; Faure,
2000. This systen requiresthe interactive pattici-
pation of alanguagespecidist in order to the contex-
tual word setsbefiltered andcleanedwhenthey are
taken asinput of the clusteaing straegy. Sucha co-
opeiative methal requresmanua removal of those
wordsthathave been incorrectly taggel or analyzed
from the sets Our strategy, by contrast, attemptsto
autanaticallyremove incorrectwordsfrom the con
textud sets.Automati filtering requresthefollow-
ing subtaks:

First, each word setis assaiatedwith a list of
its mostsimilar contectual sets.Intuitively, two sets
arecorsideral assimilar if they shae a significant
numberof words Various similarity measue co-
efficients were testedto createlists of similar sets.
The bestresuls were achieved using a particular
weightead versian of the Jacard coeficient, where
words are weighted considerirg both their disper-
sion and their relative frequeng/ for eachcontext
(Gamalloetal., 2001a).

Then, oncee each contextual set has beencom-
paredto the other sets,we select the words sharel
by eachpair of similar sets,i.e., we seled the in-
tersection betwee eachpair of setsconsickeredas
similar. Sincewordsthatarenotshaedby two sim-
ilar setscould be incorrectwords we remove them.
Intersectian allowsusto clearwordsthatarenot se-
manticdly homogerous Thus,the intersecton of
two similar setsrepresentsa classof co-hyporyms,



norma preceito lei direito

Figurel: Clusterirg step

which we call badc class Let's take an example.
In our corpus, the most similar set extraced from
[\zT(de; violagot, z1)] (infringemen of)) is theset
extradted from [Az'(dobj; violar+, z1)] (infringe) .
Both setssharethefollowing words:
sigilo
estatuto

(secetprinciple preceptplan normlaw statutedis-
positiondispositionright)

princ” 1pios
disposto

preceito plano norma lei
disposic , ao direito

This basic class does not cortain incorrect
words such as vez, fla grant emente,
obri gacao, inte ress e (time notaiously,
obligation, interes), whichwereoddy asseiatedto
the context [\z'(de; violagdo*, z)], but which do
notappearin context [Az' (dobj; violart, z1)]. This
class seemsto be semanttally homogerous be-
cau® it containsonly co-hypornym words referring
to legal documers. Oncebasicclasss have been
creaed, they are usedby the conceptual clusterin
algarithm to build moregeneal classes.

3.2.2 Conceptual Clustering

We use an agglaneratve (bottom-up) clugter
ing for sucessvely aggreyatingthe previously cre-
ated basic classes. Unlike most reseach on con
ceptwal clustaing, aggreation doesnot rely on a
statstical distance betwea class, but on empir-
ically setconditions and constaints (Talavera and
Béjar, 1999) Thesecondtions are disaussedin
(Gamalloet al., 2001la). Figure 1 shows two ba-
sic classe assocatedwith two pairsof similar sub-
catgorisation conexts. [CONTX;] repreentsa
pairof similar sub@tegorisation contexts sharirg the
words prec eito, lei , norma (precept, law,
norm while [CONTX;] representsanotrer pair
of similar contexts shaing the wordsprec eito ,

Tablel: ClassMemberslip of tra balho

Clusterl

contrato  execuc @o exerc’ icio prazo pro-
cesso procedimento  trabalho (agreement
executionpracticeterm/timeprocesgprocedue work)

contrato  exerc’ licio
servic , o trabalho
appealservicework)

Cluster2 prestac ,"ao recurso

(agreement practice installment

Clustert3 | actividade atribuic ,@o cargo exerc’ icio
func,”ao lugar trabalho (activity attribution post

practicefunctionpostwork/job)

lei, dir eito (precept,law, right). Both bast
clas®s are obtaired from the filtering process de-
scribed in the previous sectim. This figure illus-
trates more predsely how the bast clasesare ag-
gregated into more geneal clusers. If two classs
fill the clustering condtions, they can be meged
into a new class. The two basicclasss of the ex-
ampleareclusieredinto the moregereral classcon
stituted by prec eito, lei , norma, dire -
ito . At the sametime, the two pairs of contexts
[CONTX;] and [CONT X, are meged into the
clusier [CONTX;;]. Sucha genealizaion leads
us to induce syntactic datathat doesnot appea in
the corpws. Indeed, we induce both that the word
norma may apper in the syntadic contets repre
sentel by [CONTX;], andthat the word dire -
ito may be attacted to the syntactic corntexts rep-
resetedby [CONTX;).

3.2.3 Polysemic Words Representation

Polysemicwords are placed in different clus
ters. For instance, corsider the word tra balh o
(work/job). Table1 situaesthis word asa member
of at leastthree different contextual clases. Clus-
ter_1 aggegatesvordsrefering to tempaal objeds.
Indeed, they are co-hyponyms becasethey appea
in sulcateyorisation contexts sharngthesameselec
tion restictions: e.g., [\z'(de; suspensio*)], (in-
terruption of), [Az*(em;z*,curso’)] (in course).
Cluster2 representsthe resut of an action. Such
a meaningbecanessalientin contexts like for in-
stane [Az' (iobj_por; recebert, z1)] (to receive in
paymenmfor). Indeed, the cau® of receving money
is not the action of working, but the object dore
or the stateachieved by working. Finally, Clus-
ter 3 illustratesthe moretypicd meanirg of tra -
balh o: it is ajob, function or task, which canbe
carried out by professionds. This is why these co-



Table2: Dictionary entiies
e abono (loan)
- [Azt(de; zt, abono®)] =
{aplica@o casofixacdo montantepagamentditulo}
(diligencecasefixing amountpaymenbond
- [AzT(de; abonot, z1)] =
{ajudadespespendoquartiaremunera@osubsdio suple-
mentovalor vencimentg

(assistanceaxpensepensionamourt remuneation subsidy
additiond_tax valuesalary)

- [Azt(iobj_de; x+, abonol)] =
{conaderconterdefinir determinarfixar manterprever}
(concee comprisedefinedeterminefix maintainforeseg

e emanar (emanae)

- [AzT(iobj_de; emanart, z1)] =

{alineaartigo codigo decretodiploma disposi@o estatuto
legislac@olei normaregulamentg

(paragraph article codedeceediplomadispositionstatute
legislationlaw normregulation)

. [AzT(iobj_de; emanart, z1)] =
{administra&o autoridadecomis$io conselhodirec@o es-
tadogovernoministrotribunal rgaoc}

(administation authority commissioncourcil direction
stategovernrmentministertribunal organ)

e presidente (presicent)
- [AzT(de; presidentet, zt)] =

{assemleia camaracomisio conselhadirec@o estadoem-
presagestoinstitutoregidorepiblicasec@otribunal }

(assemblychambe council directionstateenterpriseman-
agementinstituteregion republic sectiontribunal)

- [Azt(de; xt, presidente)] =
{camgo catgyoriafuncdolugarremuneraéovencimentg
(postrankfunctionplace/pstremuneation salary)

hyporyms canapper in subategorisationcontexts
suchas: [Az*(de; inspector+)], (of the inspedor),
[Az*(dobj; desempenhar+, z1)] (to accomgish).

4 Application and Evaluation

Theacqured classs areusdl in the following way.
First, the lexicon is provided with sulcateyorisa-
tion information,andthen a secoml parsirg cycleis
perfaomedin orderto syntactic attadimentsbe cor-
rected.

4.1 Lexicon Update

Table2 shows how the acqured clasgsareusedto
provide lexical entrieswith syntactic and semantt
subateggorisationinformation Eachentry contains

both the list of sulrateyorisation contexts and the
list of word setsrequired by the syntactic contexts.
As we have said before, suchword setsare viewed
as the extensonal definition of the semant pref-
eren@srequred by the subategorisation contexts.
Consicer the information our systemlearrt for the
verbemanar (seetable?2). It syntactically sulcat-
egorises two kinds of “de-compleanents”: the one
semaritally requres wordsrefering to legal doc
uments(emana da lei - emanategromthelaw;
law prescaibes), the other seleds wordsreferring to
institutions (emana da autor idad e - emanag¢
fromtheauthaity; authority propose$. Theseman
tic restrictions enabésusto correct the odd attach
mentsproposedby our syntactic heuristics for the
phreseemanou de fact o da lei (emanaed
in fact fromthe law). As word fact o doesnot be-
long to the semanit classrequred by the verbin
the “de-complemeti’ posiion, we testthe follow-
ing “de-complemeti. Aslei doesbelorg, a new
correct attadimentis proposed.

Consicer now the nouns abono (loan) and
pres iden te (presicen?). They subategorise not
only complemets, but alsodifferentkinds of head.
For instarce, the noun abono selects for “de-head
nours” like fixa cao (fixac ,ao do abono -
fixing the loan), aswell asfor verbslike fixa r in
thedirectobject postion: fixa r o abono (to fix
theloan).

4.2 Attachment Resolution Algorithm

The syntadic andsematic subcaegorisation infor-

mation provided by the lexical entries is usedto

chedk whetherthe sulcateyorisation canddatespre-
viously extractedby the parser aretrue attadiments.
Thedegreeof efficiency in suchataskmaysene as
areliable evaludion for measuing the sourdnessof

our learring strateyy.

We assune the use of both a tradtional chat
parse (Kay, 1980 anda setof simpleheuisticsfor
idertifyin g attachmentcanddates.Then,in orderto
improve the analysis, a “diagnosisparse” (Rocioet
al., 2001 recevesasinput the sequencesof chunks
proposedasattacimentcanddates checksthemand
raises corredion procedures Conside, for instance,
theexpressionedi tou o art igo (editedthear-
ticle). The diagroserreadsthe sequaceof chunks
VP(edita) and NP(artigo), and then propcsesthe



attaciment(dobs; editar, artigo’) to be corrected
by the systen. Correcton is performed by ac-
cepting or rejecting the proposedattachment. This
is donelooking for the subategorisationinforma-
tion containedin thelexicon dictionary information
which hasbeenacqured by the clugering methal
descibed above. Fourtasksareperfaomedto chedk
theattachmentheuristics:

Taskla- Syntacic cheking of artig 0: ched
word artig o in the lexicon. Look for the syrtac-
tic restiction [Az*(dobj; z*, artigo’)] . If art igo
hasthis syntactic restiction, then, pasto theseman
tic checkng. Otherwise passto task?2a.

Task 1b - Semantic checkng of artig o:
chek the semant restiction asso@ted with
[A\z*(dobj; z*, artigo)]. If word edit ar be-
longs to thatresticted class,thenwe caninfer that
(dobj; editar*, artigo’) is a binary relaion. At-
tachmat is thenconfirmed Otherwise passto task
2a.

Task2a - Syntacic cheding of edita r: chek
word edita r in thelexicon. Look for the syntac-
tic restiction [\z'(dobj; editart, z)]. If edi tar
hasthis syntactic restiction, then, pasto theseman
tic cheking. Otherwise attachmentcannda be con
firmed.

Task 2b - Semantic checkng of edita r:
chek the semant restiction asso@ted with
[A\z'(dobj; editart,z")]. If word arti go be-
longs to thatresricted class,thenwe caninfer that
(dobj; editar*, artigo’) is a binary relaion. At-
tachment is then confirmed. Otherwise attadiment
canrot be confirmed.

Semantic checking is basd on the co-
spedfication hypothesis statedl above. Accordng
to this hypothesis two churks are syntactically
attadhed only if one of thesetwo conditions is
verified: either the compkementis sematically
requred by the hea, or the headis sematically
requred by the complement.

4.3 Evaluating Performance of Attachment
Resolution

Table 3 showssomeresuts of the corredions pro-
poseal by the diagrosisparser. Accurag/ andcover-
agewereevaluaedonthreetypesof attadimentcan-
didates: NP-PR VP-NR and VP-PP We call accu

racy the propation of correctionsthatactudly cor-

respand to true dependences and, then, to corred
attadiments. Coverage indicatesthe propation of
canddatedependeriesthatwereactually corrected.
Coverageevaluationwasperformedby randamly se-
lecting astestdatathreesetsof abou 100-150 oc-
currencesof canddateattachmentsfrom the parsel
corpus. Eachtestsetonly contanedonetype of can-
didate attachments Becauseof low coverage, accu
ragy wasevaluaed by using larger setsof testcan-
didates. A brief desciption of the evaludion resuls
aredepidedin Table3.

Table 3: Evaluation of AttachmentResoluion on
NP-PRVP-NP andVP-PPattadhimentcanddates

‘ Attachment Candidate ‘ Accuracy (%) | Coverage (%)
NP-PP 97.43 38.38
VP-NP 97.91 18.49
VP-PP 93, 87 12.74

\ Total [ 96.40 [ 23.20 |

Even though accuracgy readiesa very promisng
value (abaut 96%), coverage merelyachie/es23%.
Therearetwo mainreasasfor low coverage: onthe
onehard, the learnng methodneed wordsto have
significant frequenciesthrough the corpus; on the
othe hand,wordsarespasethroughthecorpus,i.e.,
mostwordsof acorpushave few occurences. How-
ever, the significant differencesbetwee the cover-
agefor NP-PPattacmentsand that for verbd at-
tachmats (i.e., VP-NP andVP-PP),leadsus to be-
lieve thatthe valuesreached by coverage shoud in-
creagascorpussizegrows.Indeed,giventhatverbs
are lessfrequent than nouns, verb occurences are
still very low in acorpuscontaning 1, 5 millions of
wordoccurences We needargeranndatedcorpora
to improve the leaming task, in particular, conern-
ing verbsubcaegorisation

5 FutureWork

Aswedo notproposelong distarceattachmentsour
method can not be comparel with othe standard
corpus-bagd apprachesto attachmentresdution
(Hindle and Rooth, 1993; Brill and Resnik, 1994
Li andAbe, 1999. Long distarce attachmentsonly
will be consiceredafter having achievedthe correc
tionsfor immediatedepemlencesin thefirst cycle of



syntactic analysis. We arecurrently working on the
spedfication of new andysis cyclesin orderto long
distance attachmentsbe solved. Conside againthe
phraseemanou de fact o da lei .Atthesec-
ond cycle, the diagroserproposedthat the first PP
de fac to is not corre¢ed attacled to emanou.
At thethird cycle, thesygsemwill checkwhetherthe
secodPPda lei maybeattadedtotheverh We
will perfoom n-cycles of attachmentpropasitions,
until no canddatesare available. At the endof the
process,we will beable to measuren amoreaccu
rateway whatis the degree of robustnessthe parse
mayachieve.
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