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Abstract

In this pape, we evaluak the resuts of
the Antwerp University word serse dis-
ambiguation sysem in the English all
words task of SENSEVAL-2. In this ap-
proad, spedalized memorybasedword-
experts were trained per wordPOScom-
binaton. Throudh optimizaion by cross-
validation of the individual compment
classfiers andthevoting schemdor com-
bining them,thebeg possble word-expert
was detemined. In the compettion, this
word-expert architecture resutedin accu
raciesof 63.6% (fine-grained and64.5%
(coase-graned) on the SENSEVAL -2 test
data.

In order to beter understam thes re-
sults we invedigatedwhethe classfiers
trained on different information sources
perfaomed differently on the different
part-d-spesch catggories Furthemore,
the resuts were evaluaedin termsof the
available number of training items, the
numberof sengs, andthe sensedistribu-
tions in the dataset. We conclude that
there is no information soure which is
optimal over all word-experts. Selectirg
the optimal classfier/voter for eachsin-
gle word-expert, however, leads to major
accuagy improvemerns. We furthermore
shav that acairacies do not so muchde-
pendon the available numker of training
items, but largely on polysemy andseng
distributions.
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1 Intr oduction

The task of word sensedisambguation (WSD) is
to assign a serselabel to a word in coniext. Both
knowledge-baedandstaisticd methodshave been
appiedto theprobem. See(lde andVéronis, 1999
for an introduction to the area. Recenty (both
SENSEVAL compditions), various machinelearn
ing (ML) appoache have beendemonsrated to
produce relatvely sucessful WSD sysems, e.qg.
memory-kasedlearnng (Ng and Lee, 1996 Veen-
straet al., 2000), decision lists (Yarownsky, 2000),
booding (Escudeo etal., 2000).

In this paper, we evaluatetheresuts of amemory-
baseal learring appraachto WSD. We askourslves
whethe we canlearnlessors from the errors made
in the SENSEVAL-2 compdition. More particularly,
we are interestedwhethe there arewords or cate
gories of wordswhich are more difficult to predid
than othe words If so, do thes words have cer
tain chalcterstic featues?We furthermoreinvesti-
gatetheinteraction betwee the useof differentin-
formation soucesandthe part-of-speechcateyories
of the ambigwus words. We also study the rela-
tion betweenthe accuray of the word-expertsand
theirnumbe of training items,numberof senssand
seng distribution. For theseexperiments, we per-
formedall SENSEVAL -2 experimentsall over again.

In the following Sectia, we briefly outline the
WSD archtecture usedin the experiments, anddis-
cusstheword-expertapproachandthe optimization
procedure.Furthemore,abrief overview is givenof
theresuts of the differentcomporentsof the word-
expertsonthetrain setandthe SENSEVAL -2 testma-
terid. In Sectin 3, we evaluatetheresuts of thedif-
ferert classifiersper part-d-speschcategory. In the
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sameSection theseresuts are further analysedin
relaion to the numbe of training items,the numbe
of sersesandthe sensdistribution. Sectia 4 gives
adetaled analysis of theresuts of our appioachon
the SENSEVAL -2 testmaterid. We end with some
conduding remarksin Section5.

2 Memory-basedword-experts

Our appraachin the SENSEVAL -2 experimentswas
to train so-alled word-expertsper word-POScom-
binaion. These word-experts consst of severd
learring modules, eachof themtaking differentin-
formation asinput, which arefurthermorecombned
in avoting scheme.

In the experiments, the Semcorcorpus included
in WordNet1.6 was usedas train set. In the cor-
pus, every word is linked to its appr@riate seng
in the WordNetlexicon. This training corpus con
sistsof 409,990 word forms, of which 190,481 are
seng-tageged. Thetestdatain the SENSEVAL-2 En-
glishall wordstaskcongst of three articleson differ-
enttopics, with at total of 2,473wordsto be sense
tagged. WordNetl.7wasusedfor the anndation of
thesetestdata. No mappirg wasperfomedbetwea
both versions of WordNet. For both the training
andthetestcorpus, only the word forms wereused
and tokenization, lemmatizaion and POS-taggig
were dore with our own software. For the part
of speeh taggirg, the memory-tasedtaggerMBT
(Daelemas et al., 1996), trained on the Wall Street
Joumnal corpug’, wasused Onthebask of word and
POS information, lemmatizaéion (van den Bosch
andDaeleman, 199) wasdore.

After this prepiocesing stage,all word-experts
werebuilt. Thisproceswasguidedby WordNet17:
for every combiration of a word form anda POS
WordNetl.7 was constuted to determire whethe
this combindion had one or more possble sengs.
In caseof only one possible sense(abaut 20% of
the testwords), the appr@riate sensevasassgned.
In caseof more possble serses,a minimal thresh
old of ten occurenesin the Semcortraining data
wasdetemined, since 10-fold crossvalidaion was
usedfor testirg in all experiments. This threstold

Availablefrom http://iwww.cogsci.princeton.ediwn/. Fur-
therinformationon WordNetcanbe foundin Fellbaum(1998).
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Figure 1: Accuracy of the different classfiers and
voting technquesin relation to a threshold varying
betweenl0and100. This accuray is calculatedon
the words with more than one seng which qudify

for the constuction of aword-expert.

wasthenvaried between10 and 100 training items
in orderto deteminetheoptimalnumberof training

instances.For all wordsof which thefrequeng was
lower thanthe threshold (alsoabou 20% of the test
words) the mostfrequentsenseaccordng to Word-
Netl.7waspredcted. Thecrossvalidation resuts in

Figure2 clealy shav thataccuray dropswhenthe
contibution of the baseine classifierincreasesThe
application of the WordNetbasline classfier yields
a6l1.7%accuagy. The“best” graph displaystheac-
curagy whenapgdying the optimal classfier for eat
sinde word-expert: with athredold of 10,a73.8%
clasgfication accuacy is obtaned. On the basisof
theseresuls, we setthe thresdhold for the constuc-
tion of a word-expertto 10 training items. For all

wordsbelowthis threstold, the mostfrequentseng
accading to WordNetl17 wasassgnedasseng-tag.
For the othe words in the test set (1,404 out of
2,473, word-expertswerebuilt for eachword form-
POScombindion, leading to 596 word-experts for
the SENSEVAL -2 testdata



Theword-expertsconsst of differenttrainedsub
comporents which make use of different knowl-
edge (i) a classifier trained on the local context
of the ambigwusfocus word, (ii) alearrer trained
on keywords, (iii) a classfier trained on both of
the previous information souces, (iv) a basdine
classfier always providing the mostfrequent sene
in the senselexicon and (v) four voting straegies
which vote on the outputs of the previously men-
tioned classifiers. For the expefimentswith the sin-
gle classifiers,we usedthe MBL algorithmsimple-
mentedin TIMBL3. In this memory-asedlearring
appioachto WSD, all instancesare storedin mem-
ory during training and during testirg (i.e. sense
taggng), the instarce mostsimilar (Hammingdis-
tance to that of the focusword andits loca con
text andbr keyword informationis seleced andthe
assaiated classis retumed as serse-tag For an
overview of the algoiithms and metrics,we refer to
Daelemasetal. (2001).

e Thefirst classifierin aword-experttakesasin-
put a vector repregnting the local context of
the focus word in a window of three words
to the left andthreeto the right. For the fo-
cus word, both the lemmaand POS are pro-
vided For the context words,POSinformation
is given. E.g., the following is a training in-
stan@: American JJ history NN and CC most
most JJS American JJ literature NN is VBZ
most%3:00:01::.

e Thesecmdclassifierin aword-expertis trained
with information abou possibledisambiguat-
ing contentkeywords in acontext of three sen-
tences (focus sentelce andone sentaceto the
left andto the right). The methodusedto ex-
tract thes keywords for eachsenseis basel
onthework of Ng andLee (1996). In addtion
to the keyword information extractedfrom the
local context of the focus word, possble dis-
ambiguating contentwordswerealsoextracted
from theexamplesin theseng definitionsfor a
givenfocusword in WordNet.

e Thethird subcanponerttis aleamercombiring
both of the previousinformationsources.

In orde to improve the predctions of thedifferent
learring algarithms, algoiithm paramegr optimiza
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tion was performedwhere possble. Furthermae,
the possble gain in accuagy of different voting
strakegieswasexplored. Onthe outpu of thes three
(optimized) classifiers and the WordNetl17. most
frequent sen®, both majority voting and weighted
voting was perfamed. In caseof majority voting,
eachsensetagge is givenonevote andthetagwith
mostvotes is seleced. In weighted voting, the ac-
curagesof thetagges on thevalidationsetareusel
asweightsand moreweight is givento the taggers
with a higher accuagy. In caseof ties when vot-
ing over the output of 4 classfiers, thefirst decison
(TimBL) wastaken asoutput class. Voting wasalso
perfaomedon the output of thethree classfiers with-
out taking into accaintthe WordNetclass

For a more complee desciption of this word-
expelt appraach,we referto (Hosteetal., 2001) and
(Hosteetal., 2002).

3 Evaluation of the results

For theevaluaion of ourword sensalisambigudion

system, we conentraed on the words for which a
word-expert was built. We first evaluated our ap-
proach usingcrossvalidation on the training data,

giving us the possiblity to evaluae over a large set
(2,40)) of word-experts. Theresuts on the test set
(596 word-expert9 arediscussedn Section4.

3.1 Parts-of-speechvs. information sources

In a first evaluation step, we invegigated the in-
teradion betweenthe use of different information
sourcesandthe part-of-speechcategory of the am-
biguous words. Table 1 shows the resuts of the
different compament classfiers and voting mecha
nismsper pat-of-speechcategory. Thistable showvs
thesametendenciesamongall classfiers andvoters:
the bestscores are obtaned for the adwerbs, nours
andadjectives. Their average scoesrange betwee
64.2%(score of thebaselnheclassifier onthe noung
and 76.6% (score of the context classfier on the
adwerbs). For the verbs,accuaciesdrop by nearly
10% andrangebetwea 56.9% (basdine classfier)
and64.6%(weightedvoters). A similar obsevation
was made by Kilgarriff andRosenzveig (2000) in
the SENSEVAL-1 compeition in which a restrcted
set of words hadto be disambiguaed. They also
shawved thatin English the verbswere the hardest



Pos | Baseline local con- | keywords local con- | majority majority weighted weighted
text text + | voting voting (no | voting voting (no

keywords baseline) baseline)

NN | 64.19 71.36 74.20 69.34 69.31 72.69 73.39 73.75

VB | 56.87 64.33 63.82 60.09 60.84 63.55 64.56 64.55

JJ 66.26 72.16 73.80 70.39 70.37 72.79 73.34 73.61

RB | 69.95 76.64 74.51 73.05 72.48 74.90 75.51 75.42

ALL | 61.73 70.06 69.96 66.89 66.49 69.91 69.91 70.28

Tablel: Resuts on thetrain setof the comporentclassifiersandvoters per part-d-speeh category

cateyory to predict.

Eachrow in Table 1 shows resuls of the differ-
entword-expertcompmentsper part-d-speschcat-
egory. This comparsonrevealsthatthereis no opti-
mal classfier/voter per part-of-speech, nor anover-
all optimd classfier. However, making useof dif-
ferert classifiers/voterswvhich take asinput different
information soucesdoesmake seng, if the selec
tion of the classfier/voter is doneat the word level.
We already shavedthisgainin accuacy in Figure2:
seleding the optimal classifier/voter for ead single
word-expert leadsto an overall accuagy of 73.8%
on the train set, whereasthe secaxd best methal
(weighted voting without taking into accouwnt the
basdine classfieJ yieldsa 70.3%accuacy.

3.2 Number of training items

We also investigatedwhether the words with the
same partt-of-speech have certan charateridics
which make themharder/eaierto disanbiguat. In
othea words why areverbsharder to disambiguat
thanadwerbs? For this evaluaion, theresuts of the
coneext classfier weretakenasatestcaseandevalu-
atedin termsof (i) thenumker of training items, (ii)

the numbe of sersesin thetraining corpusand (iii)

the sensdlistribution within the word-experts.

With resgectto the numberof training items, we
obseved that their frequeng distribution is Zipf-
like (Zipf, 1939: mary training instarcesonly oc-
cur a limited numberof times, whereas few train-
ing itemsoccurfrequently. In order to analyz the
effect of the numberof training itemson accuray,
all word-expertswere sorted accading to their per-
formarceandthendivided into equaly-sizedgroups
of 50. Figure 2 dispays the accuacy of the word-
expelts in relation to the averagesof thesebagsof
50. The Figureshows thatthe accuagy fluctuations
for thesebagsare highe for the expertswith alim-
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Figure 2. Numberof training itemsover all word-
expelts in relation to the accuagy of the context
classfier (logscale).

ited numberof training itemsandthat these fluctu-
ations decreaseasthe numbe of training itemsin-
crea®s. Theaverage acarag level of 70% canbe
situaged somavhere in the middle of this fluctuaing
line.

This tendeng of performancebeingindependert
of the numbe of training items is also confirmed
when averaging over the numbe of training items
per part-of-speechcategyory. The adjediveshave on
avergge 49.0training items and the nours have an
average of 52.9training items. The highestaverage
numberof training itemsis for the verbs(86.7) and
adwerbs (82.1) Whencomparng thesefigureswith
the scoresin Table1, in which it is shownthat the
verbsare hardes to predict, whereas the accuacy
levels on the adwerbs, nours, adjectives are close,
we can cornclude that the merenumberof training
itemsis not an accuatepredctor of accuagy. This
againconfirmsthe usefunessof training classifiers
evenonvery smalldatasets alsoshovn in Figurel.

3.3 Polysemyand sensedistrib ution

For theEnglish lexical sampletaskin SENSEVAL-1,
Kilgarriff andRoserzweig (2000) investigatel the
effect of polysemy and entropy on accuray. Pol-
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Figure 3. Scatterplot displaying the numbe of
sengsandthe exponentid trendine per POSin re-
lation to the accuacy of the context classfier.

ysemy can be descibed as the numbe of senss
of a word-POScombindion; entropy is an estima-
tion of the information chacs in the frequeng dis-
tribution of the sense. If the corpus instancesare
evenly spread acrossthe lexicon sengs, entropy
will be high. The sensedistribution of ambigwus
wordscanalsobe highly skewed, giving riseto low
entrqpy scores Kilgarriff andRosenzweig2000
found that the nouns on average had higher poly-
semythan the verbs and the verbs had higher en-
tropy. Sinceverbswereharderto predct thannours,
they cameto the condusion thatentrqpy wasa bet-
ter measureof taskdifficulty than polysemy Since
we wereinterestedwhethe the samecould be con
cluded for the English all-words task, we investi-
gatedthis effect of polysemyandentrqoy in relaion
to theaccumrgy of oneclassifier in our word-expert,
namelythe context classifier.

Figure 3 showsthe numberof senses (polysemy)
over all word expetts with the samepart-of-speech
in relaion to the scaes from the conkext classt
fier, whereasFigure 4 dispays the sensedistribu-
tions (entrqoy) over all word-expertswith the same
part-of-speech. Although it is not very clear from
the scatte plot in Figure 3, the exponental trend
linesshowthataccuray increasesasthe numberof
sen®s deceases. For the sensedistributions, the
sametendency, but muchstronger canbe obseved:
low entrqoy valuesmostly coincide with high accu
racies, whereashigh entrepiesleadto low accuacy
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Figure4: Scatterplot displaying the entropy of the
seng distributionsandthe exponential trendine per
POSin relation to the accuagy of the context clas
sifier.

scores. This tendeng is also corfirmed when av-
eragng thesescoresover all word-expertswith the
samepartof-speech(seeTable2): the verbs,which
are hardest to predict, are mostpolysemicandalso
shaw the highest entrogy. The adwerbs,which are
easiest to predct, have on average the lowestnum-
ber of sersesandthe lowestentropy. We cancon
clude that both polysemy andin particular entropy
aregoodmeasuesfor detemining taskdifficulty.

Theseresuts indicate it would be interestirg to
work towards a more coase-gainedgranuarity of
the distinction betwea word serses. We beliewe
that this would increaseperfarmanceof the WSD
systans and make them a possble canddate for
integration in pradical applications sud as ma-
chine trandation sysems. This is also shovn by
Stevensa andWilks (2001), who used the Long-
man Dictionary of Contemporary English (LDOCE)
assensenvertory. In LDOCE, the sengsfor eath
word type are groyped into setsof sense with re-
latedmeaning (homogaphg. Sensesvhich arefar
enowgh apartaregroupedinto sepaatehomogaphs.
The vast majority of homogaphsin LDOCE are
markedwith asingle part-of-speech. This makesthe
task of WSD partly a part-d-speeh tagging task,
which is geneally held to be an easie task than
word serse disambguatian: on a corpus of 5 arti-
clesin theWall Street Journal, their sysemalready
correctly classfies 87.4% of the words when only
using POSinformation(baline: 78%).



POS | Average polysamy | Averageentropy
RB | 3.26+1.55 1.11+0.52
JJ 4.114+1.63 1.35+0.67
NN | 4.75+2.64 1.52+0.72
VB 6.36+4.51 1.74+0.87

Table2: Average polysemyandentrqoy perpartof-
speeh catayory.

As illustratedin Figure 4, the context classfier
perfarms beston word-POScombhatiors with low
entrqoy values. However, sincelow entropy scores
are cawsedby at the one end, mary instarceshav-
ing the samesenseand at the other, a very few
instanceshaving different sengs, this implies that
simply choosingthe majority class for all instarces
already leadsto high accuacies In orderto deter-
mine perfarmanceon those low entopy words we
seleted 100 wordswith the lowestentropy values.
Thelocd context classfier hasan average accuacy
of 96.8%o0n thesewords,wherea thebasédine clas
sifier which always predcts the majority class has
an averageaccuray of 90.2%. Thesescoresshow
that even in the caseof highly skewed serse dis-
tributions, wherethe large majority of the training
instancesreceves a majority seng, our memaory-
basel learnng approachperformswell.

4 Resultson the Senseal testdata

In order to evaluate our word-expert apprach on
the SENSEVAL-2 testdata,we divided the datainto
three groups as illustrated in Table 3. The one-
sense growp (90.9% acauragy) contains the words
with one seng accordng to WordNetl.7 Besides
the errorsmadefor the“U” words,theerrarsin this
growp wereall dueto incorrect POStagsandlem-
mata. The more-sense < threshold group (63.3%
accuagy) contains the wordswith more senss but
for which no word-expert washbuilt dueto aninsuf-
ficient number(lessthan 10) of training instances.
Thesewordsall recevethemajority serseaccordng
to WordNet1.7. The more-sense > threshold group
(55.3% accuray) contans the words for which a
word-expert is built. In all three groups, top per-
formarceis for thenours andadwerbs;the verbsare
harcestto classfy. The last row of Table 3 shavs
theaccuacy of our systemon the Englishall words
testset. Sinceall 2,473 word forms were covered,

no distinction is madebetweenprecison andrecadl.

On the completetest set, an accuacgy of 64.4%is
obtanedaccadingto thefine-graned SENSEVAL -2
scoring.

This resut is slightly different from the scoe
obtaned during the compdition (63.6%), sincefor
thesenew expeliments completeoptimization was
perfomedover all paranetersettings. Moreover, in
the compettion experiments,Rippe (Cohen, 1995
was usedasthe keyword classifier, wherea in the
new experiments TIMBL was usedfor training all
classfiers. Justasin the SENSEVAL-1 taskfor En-
glish (Kilgarriff andRosenzveig, 2000), overal top
perfarmanceis for the nours and adwerbs. For the
verbs the overal accuagy is lowest: 48.6%. This
wasalsothe casein thetrain set(seeTable1). All
86 “unknown” word forms,for which theanrotatois
deciced that no WordNet1.7sensetag wasappica-
ble, weremis-classified.

Although our WSD systen performed secom
beston the SENSEVAL -2 testdatg this 64.4%accu
ragy is ratherlow. Whenonly takinginto accaintthe
wordsfor which aword-expertis built, a55.3%clas
sification accuacy is obtained. This scoreis nearly
20%belowtheresut onthetrain set(seeFigurel):
73.8%.A possble explanation for theaccuacy dif-
ferercesbetwea the word-expert classfiers on the
testandtraindata is thattheinstancesn the Semcor
training corpus do not cover all possble WordNet
sengs: in the training corpus, the words we usel
for the construcion of word-expertshadon average
4.8+3.2 senss, wheraasthosesamewords had on
average 7.4+5.8 senesin WordNet. This implies
thatfor mary seng distinctionsin the testmaterid
no training materal was provided: for 603 out of
2,473 testinstarces (24%), the assigied sensetag
(or in caseof multiple possble sensetags, one of
those sense) wasnot providedin thetrain set.

5 Conclusion

In thispape, we evaluatedtheresuts of the Antwerp
autanatic disamhbguation systen in the context of
the SENSEVAL-2 English all wordstask. Our ap-
proach was to createword-experts per word-POS
pair. Theseword-expertsconsst of different clas
sifiers/voters which all take different information
souicesasinput. We conduded that therewas no
informationsourcewhich wasoptimal for all word-



nouns verbs adwerbs adjectves U Total
One-sense # 263 29 110 89 22 513
acc. | 98.9 72.4 96.4 86.5 0.0 90.5
More-sens<threshold| # 241 120 33 132 30 556
acc. | 74.3 57.5 72.7 60.6 0.0 63.3
More-sens>threshold | # 563 405 158 244 34 1,404
acc. | 63.4 44.2 59.5 59.8 0.0 55.3
Total # 1,067 554 301 465 86 2,473
acc. | 74.6 48.6 74.4 65.2 0.0 64.4

Table3: Resuts onthe SENSEVAL -2 testdata.

expelts. But we alsoshowedthat seleding the opti-
mal classfier/voter for ead single word-expert led
to majoraccuacy improvemens.

Sincenotall wordswereequally hardeasyto pre-
dict, we alsoevaluatedthe resuls of our WSD sys-
tem in terms of the available humbe of training
items, the numbe of sense and the sensedistri-
butionsin the dataset. Suprisngly, we obseved
that the available numbe of training itemswasnot
anacaratemeasurdor taskdifficulty. But we fur-
thermae concludedthatthefluctuaionsin accuacy
largely depend on the polysemyandentrgoy of the
ambigwuswords Onthebass of theseresuts, we
condude that a more coase-gainedgrandarity of
the distinction betweenword sense would increase
perfaomanceof the WSD sysemsandmake thema
possble canddatefor integrationin pracical appli
cationssuchasmachire trandation sysems.

When evaluaing our systen on the test set, ac-
curagy droppedby nearly 20% comparel to scores
on the train set, which could be largely explained
by lack of training materal for mary serses.Sothe
creaton of more anndateddatais neasssay and
will certanly causemajorimprovemers of currert
WSD sysemsandNLP systensin gengal (seealso
(Banko andBrill, 2001)).
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