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Abstract

We present a transliteration algorithm
based on sound and spelling mappings us-
ing finite state machines. The transliter-
ation models can be trained on relatively
small lists of names. We introduce a new
spelling-based model that is much more ac-
curate than state-of-the-art phonetic-based
models and can be trained on easier-to-
obtain training data. We apply our translit-
eration algorithm to the transliteration of
names from Arabic into English. We re-
port on the accuracy of our algorithm based
on exact-matching criterion and based on
human-subjective evaluation. We also com-
pare the accuracy of our system to the ac-
curacy of human translators.

1 Introduction

Human translators and machine translation sys-
tems are often faced with the task of transliterating
phrases like person names and locations. Transliter-
ation is the process of replacing words in the source
language with their approximate phonetic or spelling
equivalents in the target language. Transliterat-
ing names between languages that use similar al-
phabets and sound systems is often very simple,
since the phrase mostly remains the same. However,
the transliteration becomes far more difficult when
transliterating between languages with very different
sound and writing systems.

When transliterating a name from Arabic into En-
glish, there are two types of transliterations:

e Forward Transliteration: This refers to the
transliteration of an Arab name into English.
Typically, many variations of the transliter-
ated name are acceptable. This is especially
true when transliterating between two languages

with many phonetic incompatibilities, such as
Arabic and English. For example, the Arab
name “JWL yasr” ! can reasonably be transliter-
ated in any of the following ways: Yasir, Yassir,
Yaser, Yasser, etc.

e Back-Transliteration: This refers to the re-
verse transliteration process in order to obtain
the original of an English name that has al-
ready been transliterated into Arabic. In this
case, typically, only one transliteration is accept-
able. For example, when encountering the name
“&yp s, rwbrt” while translating Arabic text
into English, the name should only be translit-
erated as Robert, not as Robirt.

Transliterating names from Arabic into English in
either direction 1s a difficult task, mainly due to the
differences in their sound and writing systems. For
instance, vowels in Arabic come in two varieties, long
and short. Short vowels are rarely written in Arabic
in newspaper text, which makes pronunciation highly
ambiguous. Also, because of the differences in their
sound inventory, there is no one-to-one correspon-
dence between Arabic sounds and English sounds.
For example, English P and B are both mapped into
Arabic “ b”; Arabic “C A’ and “a h-” into English
H; and so on.

In this paper, we describe Arabic-to-English name
transliteration system using probabilistic finite state
machines? that address both the transliteration of
Arab and foreign names into English.

2 Related Work

Kawtrakul et al. (1998) present a back translitera-
tion system from Thai into English in the context

!Arabic text will be presented throughout this pa-
per using the Arabic script and a romanization based
on Lagally (1999).

2We use Carmel, a finite-state toolkit available at
http://www.isi.edu/licensed-sw/carmel /index.html



of document retrieval. In their approach, loan words
are first segmented into syllables using a combination
of rules and statistical techniques. Then, syllables
are mapped to phonemes based on some transcrip-
tion rules. The phoneme sequence of the loan word is
compared to the phonetic sequence of a set of English
words found in a phonetic dictionary and the word
with the most similar phonetic sequence 1s selected
as the transliteration.

The approach described by Kawtrakul et al.
(1998) requires a phonetic dictionary of English in or-
der to match phonetic sequences. Only those words
with known phonetic sequences in the dictionary can
be mapped by the transliteration system. Also, ap-
plying such technique to Arabic will most likely fail
because without short vowels, the pronunciation is
highly ambiguous, and so is its corresponding pho-
netic sequence.

Arbabi et al. (1994) describe an algorithm for the
forward-transliteration of Arab names into a number
of Romance and Germanic languages including En-
glish, French, and Spanish. The transliteration pro-
cess starts by vowelizing the given Arab name by in-
serting the appropriate short vowels which originally
are not written but necessary for the correct pronun-
ciation of the names. Then, the vowelized Arab name
is converted into its phonetic Roman representation
using a parser and table lookup. The phonetic rep-
resentation 1s then used in a table lookup to produce
the spelling in the desired language.

The vowelization rules described by
Arbabi et al. (1994) apply only to Arab names
that conform to strict Arabic morphological rules.
Any name that does not conform to the morpho-
logical rules is ignored and hence no transliteration
will be attempted. This restriction limits the
applicability of this approach since many person and
organization names do not conform to morphological
rules, especially loan words and foreign names.

Stalls and Knight (1998) present an Arabic-to-
English back-transliteration system based on the
source-channel framework. The transliteration pro-
cess is based on a generative model of how an En-
glish name is transliterated into Arabic. It consists
of several steps, each defined as a probabilistic model
represented as a finite state machine. First, an En-
glish word w is generated according to its unigram
probabilities P(w). Then, the English word w is pro-
nounced (i.e., converted to sound sequence e) with
probability P(e|w), which is collected directly from
an English pronunciation dictionary. Finally, the
English phoneme sequence is converted into Arabic
writing with probability P(ale), which we discuss in
details in Section 4.

The pronunciation model P(e|w) converts English
letter sequences into English sound sequences. The
model proposed by Stalls and Knight (1998) uses
a pronunciation dictionary to do this conversion.
Therefore, only words with known pronunciations in
the dictionary can be transliterated.

One way to overcome this limitation is to train
a model that can map any given English letter
sequence into its corresponding English sound se-
quence. This mapping is a complex task because
of the mismatch between English spelling and En-
glish pronunciation. This difficulty, coupled with the
difficulty of mapping Arabic letter sequences to En-
glish sound sequences, renders this choice unattrac-
tive. Instead we propose a spelling-based model that
maps directly into Arabic letter sequences, which can
be trained on an English/Arabic name list as we de-
scribe in Section 5. But before we present any further
details, we describe our evaluation data next.

3 Evaluation Data

Our evaluation corpora consist of two data sets, a de-
velopment test set and a blind one. The two sets con-
sist of a list of person names extracted from Arabic
newspaper articles. The development test set con-
tains 854 names (377 unique names) and the blind
test set contains 218 (85 unique names). The per-
son names are then manually transliterated into En-
glish. The transliterations are then thoroughly re-
viewed and any obvious mistakes corrected.®> The
corrected transliterations form the gold-standard we
will compare our results with.

We would like to investigate the suitability of
the models proposed here for back- and forward-
transliteration. Therefore, each name in the list is
classified in one of three categories ARABIC, for
names of Arabic origin; ENGLISH, for names of
English origin; and OTHER, for names of other
origins including Chinese, Russian, Indian, etc. The
names were classified by a bilingual speaker (a native
speaker of Arabic). The classification is not always
clear cut. In some cases, the first name of a person
might be of one category and the last name of an-

other (e.g., “A% 39, d\;” Ali Rodriguez). In such

cases, the category is chosen based on the identity of
the person if it is known, otherwise the category of
the last name is chosen. The distribution of person

FPossible transliterations for a name were researched
using the context in which the person name was men-
tioned in the original Arabic document using Web re-
sources to determine the correct transliteration. For ex-
ample, if the person is a US Senator, the official US Sen-
ate Web pages are used to determine the correct spelling
of the Senator’s name.



names in the two data sets into the three categories
is shown in Table 1.

The evaluation criterion used for evaluating the
accuracy of the different models presented through-
out this paper is based mostly on exact matching
(i.e., a transliteration is considered correct only if it
exactly matches the one in the gold-standard). We
also present a human-subjective evaluation for the
final transliteration model in Section 8.

Our transliteration algorithm provides top n can-
didates for any given name. We will present the
evaluation results of our transliteration models in
terms of Top-1 (the correct transliteration is the top
candidate) and Top-20 (the correct transliteration
is among the top 20 candidates). The top-20 list
is often useful in providing phrasal translation can-
didates to statistical machine translation systems,
where contextual information from the document can
be exploited to help rank the correct candidate high-
est. For example, phrase frequency counts can be
used to rank Bill Clinton higher than Bell Clinton.

4 Phonetic-Based Model

The transliteration model
Stalls and Knight (1998) has three components
P(w), P(elw), and Pf(ale). P(w) is a typical
unigram model that generates English word se-
quences according to their unigram probability. A
given English word sequence w is converted to its
corresponding phoneme sequence e with probability
P(e|lw). The probability model P(e|w) is directly
estimated from The CMU Pronouncing Dictionary
of English.* For words with only one possible pro-
nunciation in the dictionary, the P(e|w) probability
is 1.

An English phoneme sequence e is converted to
Arabic letter sequence @ according to the P(ale)
model. Stalls and Knight (1998) trained this model
on a small 150-word dictionary of names given their
Arabic writing and English pronunciation. In the
initial model used by Stalls and Knight (1998), each
English phoneme can produce zero or more Arabic
letters. They have reported several problems per-
taining to mapping English vowels to their equiva-
lent Arabic ones. To address these problems, each
English vowel was replaced in the model (and sub-
sequently in the training data) with one of three
symbols, depending on its position in the word (e.g.,
AH in word-initial position was replaced with AH-
S; word-final was replaced with AH-F; word-medial
was AH).

A problem occurs when carrying out the actual

proposed by

*http:/ /www.speech.cs.cmu.edu/cgi-bin/cmudict

AH/ s AH-F/!
AH/NULL AH-F/3
AH/ ) AH-S/!
AH-S/ !
(@) Original Model
AH/NULL
AH/!
AH/ s ,
AH/I AH/

g

(b) Adapted Model

Figure 1: The shape of the original phonetic-based
model proposed by Stalls and Knight (1998) and our
adaptation.

transliterations. A given Arabic letter sequence
might generate an ill-formed English phoneme se-
quence, since there is no restriction in the model to
force, for instance, word-final phonemes to appear
only at the end of the sequence. Such ill-formed se-
quences need to be filtered out, which can be done
using an additional finite-state machine.

Instead of extending the phoneme set with posi-
tion markers, we decided to move such a dependence
into the model itself without changing the phoneme
set. In our adaptation, we use three separate states
for mapping English phonemes to Arabic letter se-
quences. The mapping is conditioned on the position
of the phoneme (e.g., word-initial, word-medial, and
word-final). As a result, no ill-formed phoneme se-
quences will be generated. The two different models
are shown in Figure 1. The model we propose has
more parameters to estimate and hence more train-
ing data i1s needed, but is otherwise as accurate as
the original model when trained on the same train-
ing data. The advantage of this model is that com-
posing other finite state machines with it is much
faster. The model was trained on a list of 1426 Ara-
bic/English name pairs.

Here are the most likely mappings of the English



Data Set Distribution (%)
ARABIC | ENGLISH | OTHER
Dev. Test Set 21.78 30.09 48.13
Blind Test Set 48.62 30.28 21.10

Table 1: The distribution in the two data sets of the names into the three categories ARABIC, ENGLISH,
and OTHER. ARABIC refers to names of Arabic origin, ENGLISH is of English origin, and OTHER
is for names of other origins including Russian, Chinese, and Indian.

phoneme AH in the modified model after training®:

ale Position | P(ale, Position)
150 | AH | Initial 0.43
C < | AH | Initial 0.24
d\ ay | AH | Initial 0.05
N"ULL AH | Medial 0.37
J@a| AH | Medial 0.36
s w | AH | Medial 0.27
}'@a| AH | Final 0.93
3 t| AH | Final 0.06

According to this model, the probability of
transliterating Arabic word @ into English word w
is given by the following equation:

Py(w]a) =~ P(w)P(e|w)Plale) (1)

The actual transliteration process is a graph-
search problem through millions of possible
mappings to find the best path with English
word sequence w that maximizes P,(w|a) for a
given Arabic word sequence a, as described by

Knight and Graehl (1997).

5 Spelling-Based Model

One serious limitation of the phonetic-based model
described above is that only English words with
known pronunciations can be produced. For back-
transliterating person names of English origin, this
is not a big problem because many of such names are
typically found in the dictionary. However, applying
this technique to transliterate names of origins other
than English is not going to work, because many such
names are not likely to be in the dictionary despite
the fact that the dictionary has more than 100,100
entries in it, as shown in Table 2. Moreover, if we
want to apply this technique to transliterate a name
into a language other than English, a large pronun-
ciation dictionary is needed for that language, which
is not easily obtainable.

SNULL is the empty string.

Also, human translators often transliterate words
based on how they are spelled in the source language.
For example, Graham is typically transliterated by
humans into Arabic as “rLA\Ji graham” and not as
“r\j'f— gram”. Also, both “ > ¢a hwgz” and “; e
hywz” occur in our corpus as possible transliterations
for Hughes (both occurred as a transliteration for
Karen Hughes). To back-transliterate such instances,
one would need to consider spelling-based mappings
not just sound mappings.

To address these limitations, we propose a new
spelling-based model that can be used alone or in
conjunction with the phonetic-based model. The
new model outperforms the phonetic-based model,
even when evaluated on names found in the pho-
netic dictionary as we will discuss in more detail in
Section 8.

The spelling-based model we propose directly
maps English letter sequences into Arabic letter se-
quences with probability P(a|w), which is trained
on an English/Arabic name list without the need for
English pronunciations. Since no pronunciations are
needed, this list is easily obtainable for many lan-
guage pairs. We also extend the model P(w) to in-
clude a letter trigram model in addition to the word
unigram model. This makes it possible to generate
words that are not already defined in the word un-
igram model but obey English patterns. The word
unigram model can be trained on any list of words.
When trained on a list of person names, the translit-
erations will be most accurate for person names. For
the experiments reported in this paper, the unigram
model was trained on the list of names (without their
pronunciations) from the CMU dictionary. The let-
ter trigram is also trained on the same list.

The transliteration score according to this model
is given by:

Py(wla) ~ P(w)P(afw) (2)

For a given Arabic name a, the actual translit-
eration process is carried out by searching for the
English word sequence that maximizes P;(wla).

In our spelling-based model, a sequence of one or
more English letters is mapped to a sequence of zero



Data Set

Dictionary Coverage (%)

ARABIC | ENGLISH | OTHER | OVERALL
Dev. Test Set 29.03 89.10 59.12 61.59
Blind Test Set 55.66 100 47.82 67.43

Table 2: The percentages of names in development and blind test sets that are found in the CMU Pronouncing
Dictionary presented by the category of each name. OVERALL is a weighted average of the three categories.

or more Arabic letters.® English letter sequences
are typically longer than their Arabic equivalents for
many reasons. First, because Arabic short vowels
are not written and need to be “guessed” by the
model. Second, English names often have silent let-
ters that mostly are not reflected in the Arabic equiv-
alent (e.g., Knight is transliterated as “cub nayt”).
This phenomenon was also reflected in the learned
model. Here is an example of some of the parame-
ters learned during training:

a | w | Position | P(a|w, Position)
15 | T | Tnitial 0.87
L5;\ 2y | 1T | Imitial 0.10
glay | T | Initial 0.03
sy |1 | Medial 0.56
Na |1 | Medial 0.38
NULL | I | Medial 0.06
| 0.99

‘ éy‘I‘Final

Here are some examples of the letter sequence
alignments for pairs of Arabic name/top translitera-
tion as provided by our system.

Example I: Given the name “»law  sdam,” its
top transliteration was SADDAM, and the letter
sequence alignment was:

SA e S
DD > d
A la
M pm

Example II: Given the name “p! ;\ ayran,” its
top transliteration was IRAN, and the letter se-
quence alignment was:

I sl o
R g
A I a
N aon

6To reduce the parameters to be estimated and pre-
vent data sparseness without loss of any practical mod-
eling power, English letter sequences were restricted to a
maximum of 3 letters, while Arabic ones were restricted
to a maximum of 2 letters.

Example III: Given the name “J,c:.\.Vg;\ >wbnha-
ymr,” 1ts top transliteration was OPPEN-
HEIMER, and the letter sequence alignment was:

0 ;\ w
PP o b
E

N on
H A h-
E

| L5\ ay
7 ..r —
R gr

6 Combining The Phonetic-Based
and Spelling-Based Models

The phonetic-based and spelling-based models can
be linearly combined into a single transliteration
model. The transliteration score for an English word
w given an Arabic word @ is a linear combination of
the phonetic-based and the spelling-based transliter-
ation scores as follows:”

P(wla) = APs(wla) + (1 = A) Bp(wla)  (3)

7 Improving Transliterations

In this section we discuss two different techniques
that were used to improve the transliteration accu-
racy. In the first technique, the given word to be
transliterated is pre-processed to correct any typos
and spelling errors. The spelling correction model
described in Section 7.1 is also implemented using
a finite state machine which can be easily added to
the transliteration composition pipeline. In the sec-
ond technique to improve transliterations, translit-
erations are post-processed to filter any unlikely
transliterations as described in Section 7.2.

7.1 Spelling Corrections

Typos and misspellings are very common in Arabic

newspapers, especially in on-line editions. Typical

"For the experiments reported in this paper, we used
A =0.5.



Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Without Spell Corr. (Topl) 15.59 59.53 23.44 32.52
With Spell Corr. (Topl) 15.59 59.53 28.95 35.20
Without Spell Corr. (Top20) 18.28 86.00 49.52 53.66
With Spell Corr. (Top20) 19.89 87.16 50.48 54.82
(a) Accuracy on the Development Test Set.
Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Without Spell Corr. (Topl) 40.57 48.48 6.52 35.78
With Spell Corr. (Topl) 43.40 48.49 6.52 37.16
Without Spell Corr. (Top20) 42.46 100 47.82 61.00
With Spell Corr. (Top20) 46.23 100 47.82 62.85

(b) Accuracy on the Blind Test Set.

Table 3: A comparison of the transliteration accuracy on the development and blind test sets by category,
with and without spelling correction. The results shown here are for the phonetic-based model. The Topl
results considers whether the correct answer is the top candidate or not, while the Top20 results considers
whether the correct answer is among the top-20 candidates.

Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Without Web Filtering (Topl) 18.28 64.98 40.91 43.21
With Web Filtering (Top]1) 19.89 63.42 42.34 43.79
Without Web Filtering (Top20) 26.88 84.82 53.83 57.26
With Web Filtering (Top20) 31.72 85.21 56.69 59.82
(a) Accuracy on the Development Test Set.
Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Without Web Filtering (Topl) 45.28 59.10 54.35 50.92
With Web Filtering (Top1) 48.11 59.10 54.35 52.75
Without Web Filtering (Top20) 60.38 98.50 56.52 70.19
With Web Filtering (Top20) 70.75 98.50 56.52 76.15

(b) Accuracy on the Blind Test Set.

Table 4: A comparison of the transliteration accuracy on the development and blind test sets by category,
with and without Web filtering. The results shown here are for the spelling-based model.



Accuracy (%)
Data Set ' p 3 BIC [ENGLISH | OTHER | OVERALL
Dev. Test Set 55.91 77.04 42.58 55.8H
Blind Test Set | 60.38 92.42 50.00 67.89

Table 5: The transliteration accuracy for a human translator.

typos stem from replacing a letter with another that
has a similar shape, especially when they are mapped
to adjacent keys on the keyboard layout (e.g., “i’

and “i’; “¥ and “5”; and so on). These letters

have very different sounds and without being cor-
rected, names with those typos will most likely be
transliterated incorrectly. For example, the name
“U“f“jj" cwnzalys” is a misspelled version of the

name “J"‘“J’j" gunzalys” (Gonzalez).

Spaces are reliably used in Arabic to separate
words, with very few exceptions. Arabic employs
a cursive writing system, so typically letters in the
same word are connected to each other. Most letters
can be connected from both sides, but some (such as
“37,“y, “7 and “3)’ can be connected only from
the right side. After any of these letters, a space
might be incorrectly deleted (e.g., “( sud Mafy” in-
stead of “(gudiie Ay bytr mndlswn”) or inserted
(e.g., “dU} aes <bd allh” instead of “dUlas <bdallh”).

Additionally, there are common misspellings that
can be found even in the most respected Arabic news-
papers, e.g., interchanging one form of an alif (“I,
“j”, “;‘”, or “~\”) with another, especially at the begin-
ning of a word; or interchanging “¢” and “3” at the
end of a word; etc.

These kinds of typos and misspellings are more
common than we expected. For example, 5% of the
names in our development test set were misspelled.
Human translators seem to be able to recover from
name misspellings when transliterating a name they
are familiar with. Our human subject was able to
transliterate the name “ ;9 bwrys” (Boris) cor-

” wjj br-

wys.” Therefore, we believe that we need to model
misspellings explicitly rather than hope that they
will not cause wrong transliterations.

rectly, even though it was misspelled as

We model misspellings by using an additional
finite-state machine at the end of the cascade of finite
state machines. We would like to estimate the pa-
rameters in this model empirically. But since we do
not have enough misspellings/correct spelling pairs
to train this model, the weights were set manually.

The use of this spelling correction model slightly
improves our transliterations, as shown in Table 3.

7.2 Web-Based Filtering

As we have described in Section 5, the P(w) model
is a combination of a word unigram model and a let-
ter trigram model. The latter is needed in order to
be able to generate words that are not in the word
unigram model. However, despite being trained on
a long list of names, the letter trigram model occa-
sionally produce unlikely candidates. Unlikely can-
didates can be eliminated by filtering out candidates
with zero Web counts.

The Web-based filtering is useful only for our
spelling-based model since all candidates generated
by the phonetic-based model are in the pronuncia-
tion dictionary and all have non-zero Web counts. A
comparison of the transliteration accuracy with and
without the Web-based filtering is shown in Table 4.

8 Evaluation and Experimental
Results

In this section, we present a comparison of the accu-
racy of the phonetic-based model, the spelling-based
model, and the linear combination in transliterat-
ing names from Arabic into English on the develop-
ment and test sets. We also, present the translit-
eration accuracy of human translators on the same
task. The results presented in Section 8.1 and Sec-
tion 8.2 are based on the exact-matching criterion
(i.e., a transliteration is considered correct only if it
exactly matches the one in the gold-standard). We
also show the accuracy based on human-subjective
evaluation in Section 8.3.

8.1 Evaluating Human Transliterations

We wanted to know how well human translators do in
this task. So, we asked a bilingual speaker (a native
speaker of Arabic) to transliterate the names in both
data sets given the context they appear within in the
Arabic document. Then, the transliterations pro-
vided by the human subject are compared with those
in the gold-standard. The accuracy of the transliter-
ations provided by the human translator is shown in

Table 5.

Examples of the transliteration errors made by the
human subject are shown in Table 6.



| Correct | Human Subject Arabic |
Jon Kyl John Keele J.fU?
Barak Baraq EIje
Karen Hughes Karen Meuz gen L'}:I.JK
Karen Hughes Karen Hoggs XY L'}:I.JK
Condoleezza Rice Condolisa Rice J«Jb \J’_\_Jj.ujf
Ariel Sharon Arial Sharon Oy ks J_A_U\
Yehuda Wilk Yuhuda Welleck el g ey
Gilead Sher Jelaad Shir A slale
Hubert Vedrine Ubair Federene R Ju;\
Richard Boucher Richard Bautcher APy
Ronald Reagan Ronald Regan o=, Wby,
Ovadia Yosef Ufadia Joseph ;.Lﬂj; \_J_:Gj;
Stephen Miles Stephan Miles pan Pl
John Bolton George Bolton Osdes O o>
Jean Chretien Jan Kretaine UL.U; Ol
Vladimir Voronin Vladimir Vlaronin * uujjb Pyt
Rudolf Scharping Rudolph Sharping @UJU PRy
Emile Lahoud Amil Lahud Ryes J..,:\
Eduard Drumont Edward Dremon REYIR .»J\j.v\

Fyodor Dostoevsky

Vieord Dyestoyavsky

*&wjﬂu: 3,948

Dostoevsky Dyestoyavsky &““j“”"
Boris Pasternak Boris Bastranak * SLU«.A\.; Ly
Ivan Aksakov Ivan Aksasov djfw\ Ol |
Jacques Chirac Jack Sherak s o
Walter Shipley Walter Shibly dk’*‘ijd‘j
Dick Cheney Dick Chaney dw} B
Lawrence Lindsey Lawrance Linzi dJ\.J J«ijj
Slade Gorton Slid Gorotn O8> Ak
Pete Laney Bet Lenny RGN
Kenneth Lay Kenneth Lai L;’;f CadsS”
Tony Garza Tony Jaroza \JJL'> Ay
Bulent Ecevit Boland Ajaweed .\;5\>;\ WP
Francis Okello Francis Akopolo j.bjf\ ke 2

Table 6: Examples of the transliteration errors made by the human subject. Names marked with
misspelled in the Arabic document.

2% 3

were



8.2 Evaluating Our Transliteration System

We first show in Section 8.2.1 the overall accuracy of
the phonetic-based model, the spelling-based model,
and the linear combination of them. Then, in Sec-
tion 8.2.2 we show how the presence of names in the
pronunciation dictionary affects the transliterations
obtained using our models. We also present some
transliteration errors made by our algorithm in Sec-
tion 8.2.3.

8.2.1 Transliteration Accuracy of Our

Algorithm

Table 7 shows the transliteration accuracy of the
spelling-based model, the phonetic-based model, and
the linear combination on the development and blind
test set. The spelling-based model was by far more
accurate than the phonetic-based model in all three
categories and on both data sets. Because it com-
bines the transliterations of the two models, we ex-
pected the linear combination to be the most accu-
rate. However, this was not the case. The linear
combination was slightly worse than the spelling-
based model when considering only the top candi-
date, and slightly better when considering the top-
20 candidates. We believe that the reason is that
equal weights were given to the phonetic-based and
spelling-based models in the combination. Weight-
ing the spelling-based model higher will most likely
give more accurate transliterations.

8.2.2 Phonetic-Based vs. Spelling Based on
Names in the Dictionary

As we have described in Section 4, the phonetic-
based model uses a pronunciation dictionary to con-
vert an English phoneme sequence to an English
word sequence.  Consequently, only words with
known pronunciations (from the dictionary) can be
generated using this model. Therefore, the spelling-
based model generally has a higher transliteration
accuracy. But, does the spelling-based model gen-
erate more accurate transliterations for words with
known pronunciations? We expected the answer to
this question to be no. But much to our surprise,
the spelling-based model produced more accurate
transliterations on all categories, as shown in Ta-
ble 8. When top-20 transliterations were considered,
the spelling-based model was slightly less accurate.

As expected, the transliterations for names in the
pronunciation dictionary are much more accurate
than those that are not in it. This is because the
word unigram model P(w) was trained on names in
the dictionary.

8.2.3 Examples of Transliteration Errors

Table 9 shows some examples of the transliteration
errors made by our transliteration algorithm. Some
of the errors occurred were in fact not errors but
rather acceptable alternative transliterations. How-
ever, many were true errors. The human-subjective
evaluation described in Section 8.3 helps distinguish
between these two cases.

8.3 Human-Subjective Evaluation

The evaluation results presented so far consider a
transliteration correct only if it matches the gold-
standard. In some cases where more than one possi-
ble transliteration is acceptable, this criterion is too
rigid. To address such cases, we must ask a human
subject to determine the correctness of translitera-
tions. We asked a native speaker of English with
good knowledge of Arabic to decide whether any
given transliteration is correct or not. This human-
based evaluation is done for both the translitera-
tions provided by the human translators and by our
transliteration system.

The human subject was presented with the names
in the Arabic script, their gold-standard translitera-
tions, and the transliteration that we are evaluating.
For our transliteration algorithm, the human subject
was provided with the top 20 transliteration candi-
dates as well.

The accuracy of the human translator based on the
human-subjective evaluation is shown in Table 10.
The accuracy of our transliteration models based
on the human-subjective evaluation is shown in Ta-
ble 11.

The human translator’s accuracy based on the
human-subjective evaluation was higher than the
exact-matching accuracy by about 11%. Most of
the increase came from the forward-transliteration
of Arab names. This was expected because for Arab
names, typically many variant transliterations are
acceptable. This was also reflected on the human-
subjective evaluation of our spelling-based model.
However, the accuracy of our phonetic-based model
remains almost the same as in the case of the exact-
matching evaluation. This is because names that can
be found in the dictionary have only a single spelling
that for the most part agrees with our gold-standard.
Also, most of the names in the dictionary are English
names and with English names the human evaluator
was rigid, mostly accepting only the exact-matching
spelling.

9 Discussion

We have presented and evaluated a transliteration
algorithm using phonetic-based and spelling-based



Accuracy (%)

Experiment ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 15.59 59.53 28.95 35.20
Spelling-Based (Topl) 19.89 63.42 42.34 43.79
Combination (Top]1) 17.20 61.87 42.11 42.62
Phonetic-Based (Top20) 19.89 87.16 50.48 54.82
Spelling-Based (Top20) 31.72 85.21 56.69 59.82
Combination (Top20) 28.49 87.94 57.90 60.51

(a) Accuracy on the Development Test Set.

Experiment Accuracy (%)

ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 43.40 48.49 6.52 37.16
Spelling-Based (Topl) 48.11 59.10 54.35 52.75
Combination (Topl1) 4717 48.48 54.35 49.08
Phonetic-Based (Top20) 46.23 100 47.82 62.85
Spelling-Based (Top20) 70.75 98.50 56.52 76.15
Combination (Top20) 70.75 100 58.70 77.06

(b) Accuracy on the Blind Test Set.

Table 7: A comparison between the spelling-based model, phonetic-based model, and their linear combination
on the development and blind test sets by category.

Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 53.70 66.81 48.40 56.85
Spelling-Based (Topl) 59.26 71.18 63.60 66.42
Phonetic-Based (Top20) 68.51 97.81 84.40 88.56
Spelling-Based (Top20) 77.78 95.20 80.80 86.68
(a) Accuracy on the Development Test Set.
Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 77.97 48.49 13.64 55.10
Spelling-Based (Topl) 86.44 59.10 90.90 74.83
Phonetic-Based (Top20) 83.07 100 100 93.20
Spelling-Based (Top20) 93.22 98.50 90.90 95.24

(b) Accuracy on the Blind Test Set.

Table 8: A comparison between the spelling-based and phonetic-based models on names in the pronunciation
dictionary for the development and blind test sets by category.




| Correct Our Transliterations | Arabic |
Abdel Magsud Abd Al Maksoud .sj,a'a'l\ s
Mahmud Salameh Mahmoud Slama LoD Epve
Amid Khuli Amid Julie S5 A
Massoud Barzani Miss Awad Barsanti d\JJl" 3 s
Mikhail Kasyanov Mikhail Casanova uj;L.»K J..f\,we
Boris Gryzlov Boris Grise Love N S
Ayman Khairy Amen Kerrey LS u.c:;‘
Giora Eiland Guerra Island .\J)b\ \Jj.&
Ann Veneman Ann Feinman Oled ol
Francois Rivasseau | Francois Revco j_A.aU \j...qu
Voronin Vernon Q}JJJG
Yisrael Hasson Israel Hassan QWJJ\JW\
George W. Bush George Deblois Bush Sy sk kg
Carl Rove Carl Rough 2y, )8
Shalom Yerushalmi | Shalom Euro Salmi "?J.L'}j)jg_ erLi':
Fawzi Abu Samrah | Fauci Abu Samara 3 j{;‘ S
Sovirene Sovereign LjJJﬁj..d
Morarji Desai Margie Desai * sl JJBA
Getachew Tefera Jetta Cho Tavera Laas j..JUL.o
Kofi Annan Coffee Annan ole JJ{

Table 9: Examples of the transliteration errors made by our transliteration algorithm. Names marked with
“*” were misspelled in the Arabic document.

Accuracy (%)
Data Set ' — 2 BIC TENGLISH | OTHER | OVERALL
Dev. Test Set 79.03 77.43 54.31 66.85
Blind Test Set | 83.96 92.42 52.17 79.82

Table 10: The transliteration accuracy for a human translator based on the human-subjective evaluation.



Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 15.59 59.53 28.95 35.20
Spelling-Based (Topl) 27.96 63.42 44.74 46.69
Combination (Topl1) 23.12 61.87 45.22 45.41
Phonetic-Based (Top20) 20.43 87.16 50.48 54.93
Spelling-Based (Top20) 43.55 85.21 59.81 63.88
Combination (Top20) 44.63 87.94 61.25 65.62

(a) Accuracy on the Development Test Set.

Experiment Accuracy (%)
ARABIC | ENGLISH | OTHER | OVERALL
Phonetic-Based (Topl) 43.40 48.49 6.52 37.16
Spelling-Based (Topl) 54.72 59.09 58.70 56.88
Combination (Topl) 56.60 48.48 54.35 53.67
Phonetic-Based (Top20) 46.23 100 47.82 62.85
Spelling-Based (Top20) 75.47 98.48 63.05 79.82
Combination (Top20) 79.24 100 63.05 82.11

(b) Accuracy on the Blind Test Set.

Table 11: A comparison between the spelling-based model, phonetic-based model, and their linear combi-
nation on the development and blind test sets by category. The evaluation is based on human-subjective
evaluation.



models. This algorithm is most accurate on back-
transliterating English names. The reason for this is
that most names in the dictionary are of English ori-
gin. Hence, the language model was mostly trained
on English names. One way to improve translitera-
tions of non-English names is to train the language
model on a list of non-English names in addition to
the dictionary names.

Our current models do not deal with the issue
of metathesis (e.g., metathesis of v and r between
the spelling and the pronunciation of the name
Favre) in person names across languages. Metathe-
sis in person names into Arabic is often a result of
wrong transliterations by the person who transliter-
ated in the original name in Arabic. For example,
the name Dostoevsky was found in our Arabic cor-

pus transliterated as “MM: dystwyfsky’ and
“MM: dystwyfksy’ (a metathesis of k and s);

the name Ordzhonikidze was found transliterated as
“dj“‘:@j’.-b\ ardgunykydzy’ and “ZSJ-.,\_A_.'L_A_&?.D\ a-
rdgykynydzt” (a metathesis of k and n). This causes
incorrect transliterations of theses names by our sys-
tem.

The transliteration accuracy on the blind test set
for both our system and the human translator is sig-
nificantly higher than the development test set. This
is because the blind set is mostly of highly frequent,
prominent politicians; whereas the development set
contains also names of writers and less common po-
litical figures and hence are less likely to be in our
unigram language model (and our pronunciation dic-
tionary in the case of the phonetic-based model).
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