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Abstract

We apply default inheritancehierarchies
to generatinghe morphologyof Hebrav

verbs. Insteadof lexically listing each
of a word form'’s variousparts,this strat-
egy representsnflectional exponentsas
markingsassociatedvith the application
of rules by which complex word forms

arededucedrom simplerrootsor stems.
Thehigh degreeof similarity amongverbs
of different binyanim allows us to for-

mulate generalrules; thesegeneralrules
are, however, sometimesoverridden by

binyanspecificrules. Similarly, a verb’'s

form within a particularbinyanis deter

minedboth by default rulesand by over

riding rules specificto individual verbs.
Our resultis a conciseset of rulesdefin-
ing the morphologyof all strongverbsin

all binyanim We expresstheserulesin

KATR, both a formalism for default in-

heritancehierarchiesand associatedoft-

warefor computingtheformsspecifiedoy

thoserules. As we describetherules,we

point out generalstratgies for express-
ing morphologyin KATR andwe discuss
KATR'’s adwvantagesover ordinary DATR

for the representatiorof morphological
systems.

1 Intr oduction

Recentresearchnto the natureof morphologysug-
geststhat the best definitions of a natural lan-
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guages inflectional systemareinferentialandreal-
izational (Stump,2001). A definitionis inferential
if it representsnflectional exponentsas markings
associatedwvith the applicationof rules by which
comple wordformsarededucedrom simplerroots
andstems;aninferentialdefinition of this sortcon-
trastswith a lexical definition, accordingto which
an inflectional exponents associationwith a par
ticular set of morphosyntactigropertiesis simply
statedin thelexicon, in exactly the way thatthe as-
sociationbetweera lexemes formal andcontentve
propertiesis stipulated. In addition, a definition
of alanguages inflectional systemis realizational
if it deducesa word’s inflectional exponentsfrom
its grammaticapropertiesa realizationaldefinition
contrastsvith anincremental definition, according
to which wordsacquiremorphosyntacti@roperties
only by acquiringthe morphologywhich expresses
thoseproperties.

The conclusionthat inflectional systemsshould
be definedrealizationallyratherthanincrementally
is favored by a range of evidence, such as the
widespreadncidenceof extendedexponencen in-
flectionalmorphologyandthe factthata word’s in-
flectional exponentsoften underdetermineits mor
phosyntacticcontent (Stump, 2001). Moreover,
inferential-realizatinal definitionscanavoid certain
theoretically unmotiated distinctions upon which
lexical or incrementaldefinitionsoften depend.For
instance inferential-realizional definitionsdo not
entailthatconcatenate andnonconcatenate mor-
phology are fundamentallydifferentin their gram-
matical status;they do not necessitatéhe postula-
tion of ary relation betweeninflectional markings



andmorphosyntactipropertiesotherthantherela-
tion of simple exponenceandthey are compatible
with the assumptiorthata word form’s morpholog-
ical representatiois notdistinctfrom its phonolog-
ical representation.

Various meansof defining a languages inflec-
tional morphologyin inferential-realizatind terms
are imaginable. In an important series of arti-
cles (Corbett and Fraser 1993; Fraserand Cor-
bett,1995; FraserandCorbett,1997),Greville Cor-
bett and Norman FraserproposedNetwork Mor-
phology an inferential-realizabnal morphological
framavork that makes extensve use of honmono-
tonic inheritancehierarchieso representhe infor-
mationconstitutingalanguages inflectionalsystem.
Analysesin Network Morphologyareimplemented
in DATR, a formal languagefor representingexi-
cal knowledgedesignedandimplementedoy Roger
EvansandGeraldGazdaEvansandGazdar1989).
In recentwork, we have extendedDATR, creating
KATR, whichis bothaformal languageanda com-
puterprogramthatgenerateslesiredformsby inter-
pretingthatlanguage.

In this paperwe shav how KATR canbeusedto
provide aninferential-realizabnd definitionof He-
brew verb morphology Our objectvesaretwofold.
First, we proposesome generalstratgies for ex-
ploiting the capabilitiesof nonmonotonicinheri-
tancehierarchiesn accountingor the propertiesof
“root-and-pattern”verb inflection in Hebrav; sec-
ond, we discusssomespecificcapabilitiesthat dis-
tinguish KATR from DATR and shov why these
addedcapabilitiesarehelpful to accountfor the He-
brew facts.

2 Thepi‘el verb 927

Thepurposeof the KATR theorydescribedereis to
generatgerfectandimperfectformsof strongverbs
belongingto variousbinyanimin Hebrav. In par
ticular, given a verballexemeL anda sequencer
of morphosyntactipropertiesappropriatdor verbs,
the theory evaluatesthe pairing of L with ¢ asan
inflectedverb form. For instance,it evaluatesthe
pairingof thelexemenas “speak”with theproperty
sequence<perfect 3 sg nmasc> asthe verb
form 227 “he spole”.

A theoryin KATR is a network of nodes the

network of nodesconstitutingour verb morphology
theoryis representedh Figurel. The overarching
organizationaprinciplein this network is hierarchi-
cal: Thetreestructures terminalnodesrepresenin-
dividual verballexemes,and eachof the nontermi-
nalnodesn thetreedefinesdefault propertieshared
by the lexemesthatit dominates.The statusof the
boxed nodess takenup below.

Eachof thenodedn atheoryhouses setof rules.
We representheverb127 by anode:

Speak:
<root>=9219%1
<> = PIEL %2
Thenodeis namedSpeak, andit hastwo rules,ter
minatedby a singledot. Our corventionis to name
the nodefor a verb by a capitalizedEnglish word
representingts meaning.We useKATR-stylecom-
ments(startingwith %and continuingto the end of
theline) to numbertherulessowe canreferto them
easily

Rule 1 saysthata queryaskingfor theroot of this
verb shouldproducea three-atonresultcontaining
3, 2, andn. Our rules assembleéHebrav wordsin
logicalorder whichappeardn thisdocumentsleft-
to-right. We accomplishreversalby rulesin a RE-
VERSE node,not shavn in this paper

Rule2 saysthatall otherqueriesareto bereferred
to the Pl EL node,whichwe introducebelow.

A query is a list of atoms, such as <r oot >
or <vowel 2 perfect 3 sg masc>; in our
theory the atoms generally representform cate-
gories(suchasr oot , bi nyanprefi x,vowel 1,
cons2), morphosyntactipropertiegsuchasper -
fect, sg, fem or specific Hebrav characters.
Queriesaredirectedto a particularnode. The query
directedto a given nodeis matchedagainstall the
ruleshousedat thatnode. A rule matchesif all the
atomson its left-handside matchthe atomsin the
qguery A rule can matcheven if its atomsdo not
exhaustthe entire query In the caseof Speak, a
query<r oot perfect > wouldmatchbothrules,
but not a rule begining with <spel | i ng>. When
severalrulesmatch KATR picksthebestmatch that
is, the onewhoseleft-handside“usesup” the most
of the query This algorithm meansthat Rule 2 of
Speak is only usedwhen Rule 1 doesnot apply
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Figurel: A network of nodesfor generatingormsof strongverbsin sevenbinyanim

becausdrule 1 is alwaysa bettermatchif it applies
at all. Rule 2 is called a default rule, becauseat
appliesby default if no otherrule applies. Default
rules definea hierarchicalrelation amongsomeof
thenodesin a KATR theory;thus,in thetreestruc-
turedepictedn Figurel, nodeX dominatesrodeY
iff Y housesadefaultrule thatrefersqueriesto X.

KATR generatesutputbasedn queriedirected
to nodesrepresentingndividual words. Sincethese
nodes,suchasSpeak, arenot referredto by other
nodes,they arecalledleaves asopposedo nodes
like Pl EL, which arecalledinternal nodes

Hereis the outputthat KATR generatedor the
Speak nodeandvariousqueries.

Speak: <perfect sg 3 masc> — 939
Speak: <perfect sg 3 femr — ﬂj:fi"[
Speak: <perfect sg 2 nmasc> — Ijj.‘;l'[
Speak: <perfect sg 2 fenm> — R927
Speak: <perfect sg 1 masc> — ’I;'ljé'{
Speak: <perfect sg 1 fenr — "I;'ljé‘!
Speak: <perfect pl 3 masc> — -ﬁﬁ'[
Speak: <perfect pl 3 femr — 1733
Speak: <perfect pl 2 masc> — ORJ2T
Speak: <perfect pl 2 femr — 10737
Speak: <perfect pl 1 masc> — ’lJ?‘.‘iJ‘g
Speak: <perfect pl 1 fenmr — 32927

Speak: <i nperfect sg 3 masc> — ‘1;_1"_[?
Speak: <i nperfect sg 3 femr — 9218

Speak: <i nperfect sg 2 masc> — 1:1'_!11
Speak: <i nperfect sg 2 fem — 310
Speak: <i nperfect sg 1 masc> — 93X
Speak: <inperfect sg 1 fenr — 927X

Speak: <i nperfect pl 3 masc> — ’l"l‘.?!o"_I?
Speak: <i nperfect pl 3 femr — n;jé-_nﬁ
Speak: <i nperfect pl 2 masc> — 11:71'1
Speak: <i nperfect pl 2 fenmr — 137370
Speak: <i nperfect pl 1 masc> — ﬁ;-_r_rj
Speak: <inperfect pl 1 femr — 93213

Our theory representsHebrev charactersand
vowels in UnicodecharactergDaniels,1993). We
use’ to indicatethe accenteayllableif it is notthe
ultima, andwe markshevanaby”.

Therule for Speak illustratesone of the strate-
giesuponwhich we build KATR theories: A node
representing categyory (here,a particularverb)may
provide information (here, the lettersof the verb’s
root) neededy moregenerahodeghere,Pl EL and
thenodego whichit, in turn,refers).Wereferto this
stratgy aspriming. As we seebelow, rulesin the
more generalnodesreferto primedinformationby
meansof quotedqueries.



3 ThePI EL node

We now turnto thePI EL node,to whichtheSpeak
noderefers.

Pl EL:
<> = VERB %1
<cons2> = ROOT2: <"<root>"> -
{bi nyanprefix perfect} = %3
{bi nyanprefix inperfect} = %4
{bi nyanprefix inperfect 1 sg} = _ %5

% 2

{vowel 1 perfect} = %6

{vowel 1 inperfect} = _ %7

{vowel 2 perfect 3 sg masc} = _ % 8
{vowel 2 perfect} = _ %9

{vowel 2 inperfect} = _ %10

As with the Speak node, Pl EL defers most
gueriesto its parent,in this casethe node called
VERB, asRule 1l indicates.

Rule 2 modifies a default that VERB will use,
namely the natureof the secondconsonanof the
root. Pi‘el verbsdoubletheir secondconsonanby
applyinga dagesh This rule exemplifiesa second
stratgy of KATR theories: A noderepresentinga
specificcategory (here,pi‘el verbs)mayoverridein-
formation(here the natureof the seconcconsonant)
thatis assumedy moregenerainodes(here,VERB
andthe nodesto whichit, in turn, refers). We refer
to this stratgy asoverriding. Rule 2 is anoverrid-
ing rule becausédhevalueit assigngo the sequence
<cons2> is distinctfrom the valueassignedt the
VERB nodeto which Pl EL refersquerieshy default.
We momentarilydeferdiscussinghe strangeright-
handsideof thisrule.

The otherrulesin Pl EL are all priming rules.
Insteadof using angle braclets (*<” and “>") to
matchqueries,they usebraces(“{” and“}”). This
syntax causesthe left-hand side of a rule to be
treatedasa setinsteadof an orderedlist. Therule
whoseleft-handside is {bi nyanprefi x per-
f ect } matchesary querycontainingboththeatom
bi nyanpr ef i x andthe atomperf ect, in ary
order As before,morethanonerule canmatcha
givenquery andthe rule with the mostcomprehen
sive matchis chosen.If thereareequallygoodbest
rules,the KATR theoryis considerednalformed.

In formulating Rules3—5, we assumea distinc-
tion betweenbinyan prefixes (specificto particular

binyanim) and the personalprefixes (which cross-
cut the variousbinyanin); thus,the form 2273 “we
will speak’containsthebinyanprefix . andtheper
sonalprefix 3.

An emptyright-handsidein arule meanghatthe
resultof a matchingqueryis the empty string. In
particular Rule 3,

{bi nyanprefix perfect} =
indicateghatthereis no binyanprefixfor pi‘el verbs
in theperfectform, in contrasto, for instancehif'il
verbs. Thenext two rulesindicatethe binyanprefix
for a pi‘el verb's imperfectforms. By Rule 4, this
prefix is generallyshava (,); but becausehe per
sonalprefixX cannotco-occumwith the binyanprefix
shava, Rule5 specifiesa differentbinyanprefix for
a pi‘el verb’s first-personsingularimperfectform.
(We canadjustthe combinationy to X asa postpro-
cessingstepinsteadaswe shawv laterwhenwe treat
gutturalletters.)

Every form of a verb separateshe threeletters
of the root by two vowels, which we call vowel 1
andvowel 2. Thepi‘el is characterizedby the fact
thatin theimperfect,thesevowelsarethe patah(by
Rule 7) andthetseyre (by Rule 10), asin 1213 “we
will speak”;in theperfectthey areinsteadgenerally
the hirig (by Rule 6) andthe patah(by Rule 9), as
in 13931 “we spole”. Thereis an exceptionin the
perfectthird singularmasculine(h217), asspecified
in Rule8.

Rules5 and8 areexamplesof a third strategy for
building KATR theories:A rule mayshov anexcep-
tion to amoregenerabpatternintroducedby another
rule housedat the samenode. For instance Rule 8
establisheaspecialvaluefor vowel 2 for onecom-
binationof personnumbeyandgendeyrsupplanting
the moretypical valuefor vowel 2 establishedor
imperfectforms by Rule 9. Wereferto this stratgy
asspecializing

We now revisit the strangeright-hand side of
Rule 2. Theterm on its right-handsideis a node
name(ROOT2), a colon, andnew queryto present
to thatnode.Thenew queryinvolvesa quotedpath,
"<root >". KATR treatsquotedpathsin this con-
text asquerieson the nodefrom which we started,
thatis, Speak. In our case,theright-handside of
this rule is equivalentto ROOT2: <3 a 1>, because
of thefirstrulein the Speak node.

ROOT2 is one of a family of three nodeseach



of which isolatesa particularconsonantn a verb’'s
triliteral root.

#ivars $consonant: X 2379397 TN VDT
’?DDJTDVD*‘]R?PﬁW‘Wnn.

ROOT1: <$consonant#1 $consonant #2
$consonant #3> = $consonant #1 .

ROOT2: <$consonant #1 $consonant #2
$consonant #3> = $consonant #2 .

ROOT3: <$consonant #1 $consonant #2
$consonant #3> = $consonant #3 .

The #var s declarationintroducesa class of
atoms: Hebrev consonantharacters.Eachof the
threeROOT nodeshasa singlerule that matchesa
three-consonargequenceassigningeachmember
of thesequencealocalnumber Therule selectone
of thoseconsonantastheresult.

Thesethree nodesfollow a fourth stratgy for
writing KATR theories: A node may be invoked
solelyto provide information(here,a particularcon-
sonantin a verb's root) neededby otherrules. We
referto this stratgy aslookup. Lookupnodegsuch
asthe boxed nodesin Figure 1) do not participate
in the hierarchicalrelationshipsdefinedby the net-
work’s default rules.

To demonstratethat the Pl EL node character
izesits binyan we presentthe somavhat simpler
HOPHAL nodeasa point of comparison.

HOPHAL:
<> = VERB %1
{bi nyanprefix perfect} =
{bi nyanprefix inperfect}
{vovwel 1} = %4
{vowel 2} = _ %5

% 2

i,
= . %3

-

4 The VERB node

Querieson Speak are generally reflectedto its
parent, Pl EL, which then reflectsthem further to
VERB.

VERB:
<consl> = ROOT1l:<"<root>"> %1
<cons2> = ROOT2: <"<root>"> % 2
<cons3> = ROOT3: <"<root>"> % 3

{shortvowel 2} = %4
<> = ACCENT: <VERBPREFI X STEM
VERBSUFFI X endof word> % 5

Rules1—3 of VERB determinethe three conso-
nantsof the root if they have not alreadybeende-
terminedby earlier processing.In the caseof pi‘el
verbs,<cons2> hasbeendetermined(by Rule 2
atthepi‘el node),but the otherconsonantsave not.
Thatis, if we posethequerySpeak: <cons2>,the
Speak nodereflectsit to the Pl EL node,whichre-
solvesit. But the query Speak: <cons3> is not
resohedby PI EL; it is reflectedto VERB, whichre-
solvesit now by meansof lookup.

Rule4 introducesa priming thatis neededdy the
lookup node STEM Usually, the shortenedversion
of <vowel 2> istheshava. In onebinyan namely
hif'il, theshortenedersionof <vowel 2> is special
andoverridesthis priming.

Rule 5 is the most complicated. It exemplifies
two more stratgjies of programmingKATR theo-
ries: (1) Combining: It combinesvariouspiecesof
morphology namelythoserepresentetly thenodes
VERBPREFI X, STEM and VERBSUFFI X, eachof
which s referredto by VERB, and(2) Postprocess-
ing: It presentghe entire result of that combina-
tionto apostprocessingteprepresentedy thenode
ACCENT.

Combining works by invoking each of the
nodes VERBPREFI X, STEM and VERBSUF-
FI X with the query presented originally to
Speak; such a query might be, for example,
Speak: <i nperfect sg 3 masc>. (Thefact
that no query list is explicitly presentedo those
nodesimplies that KATR should use the original

query)
5 Nodesfor stemsand affixes

Verbsin theimperfecttake personaprefixes.

VERBPREFI X:

{perfect} = %1

{imperfect 1 sg} = R %2

{inperfect 2 sg} = 0 %3

{imperfect 3 sg masc} =" %4

{inmperfect 3 sg fem} = 0 %5

{imperfect 1 pl} =1 %6

{inperfect 2 pl} =0 %7

{inperfect 3 pl masc} =7 %8
3pl fem =N %9

{i nperf ect

We choosenotto includethe vowel following the
prefixaspartof thisnode but ratheraspartof STEM



Suchdecisionsarecommonin casef combining;
it oftenmaleslittle differencewhethersuch*bound-
ary” markersareplacedattheendof onecombining
formative or the startof thenext one.

Rulel indicateghatfor all queriescontainingthe
atomper f ect , thereis no verb prefix. This single
rule conciselycoversmary caseswhich areimplic-
itly includedbecauseahe atomspertainingto num-
ber, personandgenderareomitted. The otherrules
all applyto theimperfecttense.In thefirst andsec-
ond person the prefix is independenbf gender so
therulesthereareshortey againconciselycovering
multiple caseswith only afew rules.

Suflixes have a similar node; herewe chooseto
includethe vowel that separateghe suffix from the
stem.

VERBSUFFI X:
{perfect 1 sg} = N " @%1
{perfect 2 sgmsc} = N _ @%2
{perfect 2 sg fem} = N %3
{perfect 3 sg masc} = %4
{perfect 3 sg fem} = 1 %5
{perfect 1 pl} = 131 @%6
{perfect 2 pl masc} = N 0O %8
{perfect 2 pl fem} = R 1 %9
{perfect 3 pl} =1 %10
{inperfect sg} = L %11
{imperfect 2 sg fem} = % %12
{imperfect 1 pl ++} = %13
{imperfect pl masc} = 1 % 14
femp = 3 0 @%15

{i mperfect pl

Rules 1, 2, 6, and 15 include the @character
which we use to indicate that the given syllable
shouldnot be accented.Hebrav words are gener
ally accentedbn the ultima; we place @on the ul-
timato forcetheaccento the penultima.Placingof
accentds oneof the jobs relegatedto the postpro-
cessingstep.

Theleft-handsideof rule 13 includesthe symbol
++. This symboltells KATR that even if another
seemingly better rule matchesa query this rule
shouldtake precedencd it matches.The situation
arisedfor thequery<i nperfect pl 1 nasc>,
for instance Bothrules13and14 match,butthefor-
meris preferred.The otherway we could have rep-
resentedhis situationis by restrictingrule 14to 2nd
or 3rd person,either by explicitly indicating these

morphosyntactigropertiesor by addingthe atom
I 1, which means‘not first person”. We chooseto
usethe disambiguator+ in Rule 13 instead;in the
terminologyof (Stump,2001),the ++ symboliden-
tifies rulesthatapplyin “expandedmode”.

Themostcomple nodedefineghestempartof a
verh

STEM
<> = "<bi nyanprefix>" "<consl>"
"<vowel 1>" "<cons2>" <anyvowel 2>
"<cons3>" %1
<anyvowel 2> = "<vowel 2>" % 2
{anyvowel 2 perfect 3 sg fem} =
"<shortvowel 2>" % 3
{anyvowel 2 perfect 3 pl} =
"<shortvowel 2>" %4
{anyvowel 2 inperfect 2 sg fem =
"<shortvowel 2>" %5
{anyvowel 2 inmperfect !1 pl
"<shortvowel 2>" %6

masc} =

Rule 1 usescombiningto assembldhe partsof
the stem,startingwith the binyanprefix, thenalter
natingall the consonantandvowels. Most of these
partsare surroundedn quotemarks, meaningthat
theseelementarequerieso bereflectedbackto the
startingnode, in our case,Speak. Thesequeries
percolatethroughSpeak, Pl EL, andVERB until a
priming rule satisfieghem.

Theonly exceptionis thatinsteadof <vowel 2>,
this rule queries <anyvowel 2> without quote
marks. The absenceof quote marks directs this
gueryto thecurrentnode thatis, STEM theremain-
ing rulesdeterminewhatvowel is appropriate.

Rule 2 indicatesthat unlessanotherrule is bet-
ter, anyvowel 2 is just vowel 2. However, in
four casesyowel 2 mustbereplacedby short -
vowel 2, typically sheva (primed by the VERB
node),but occasionallysomethingelse (overridden
by hifil verbs).

6 Postprocessing

Many languageshave rules of euphoy. These
rules are often called sandhioperations,basedon
a term usedin Sanskritmorphology We usethe
node ACCENT to introducesandhioperations. Its
namecomesfrom thefactthatthefirst operationwe



neededvasto placetheaccenbonthepenultimabut
we useit for otherpurposesswell.

We begin by definingcharacteclassesimilar to
the$consonant classintroducedearlier

#vars $vowel : _ _ @ % _

#vars $accent:

#vars $unaccent abl eVowel :

#vars $accent abl eVowel :
$unaccent abl eVowel

$vowel -

#vars $letter: Svowel + $consonant +
$accent
#vars $noAccent: $letter -

$accent abl eVowel

Eachclasscontainsa subsef the Hebrav char
acters Wetreatsomecombinationgssinglecharac-
tersfor this purposeijn particular thevowels_i7 and
. Thefirstthreeclassesiredefinedby enumeration.
Thefourthclass $accent abl eVowel ,is defined
in termsof previously definedclassesspecifically
all vowels exceptthosethatareunaccentableSimi-
larly, the$! et t er classncludesall vowels,conso-
nants,andaccentsandthe $noAccent classcon-
tainsall lettersexceptfor accentablevowels. These
classesreusedin the ACCENT node.

ACCENT:

<$letter> = $letter <> %1

<endof word> = % 2

<$accent abl eVowel #1 $noAccent *
$accent abl eVowel #2 @ =
$accent abl eVowel #1 ~ $noAccent *
$accent abl eVowel #2 <> % 3

<, endofword> = % 4

<7 , endofword> =7 %5

<, $consonant endofword> = |
$consonant = %6

A queryto ACCENT is a fully formed Hebrav
word readyfor postprocessingwith the endof -
wor d tag placedat the end. The first rule is a de-
fault that often is overriddenby later rules; it says
that whatever letter the query startswith, that let-
ter canbe removed from the query andplacedasa
result. Furthermorethe unmatchedportion of the
guery indicatedby <> on the right-handside, is to
bedirectedto the ACCENT nodefor furtherprocess-
ing. Rule 2 saysthatif aresultingqueryhasonly

endof wor d, that tag shouldbe remaoved, and no
furtherprocessingds needed.

Rule 3 placesaccentsn wordsthatcontainthe @
sign, which we useto indicate“do not accentthis
syllable” The left-handside matchesqueriesthat
containanaccentablevowel, followed by any num-
ber (zeroor more, indicatedby the Kleenestar*)
of lettersthatcannotbeaccentedfollowedby a sec-
ondaccentableowel, followedby the @mark. Such
wordsmusthave the @removed andan accentmark
placedafter the first accentable/owel matched,as
indicatedin theright-handside. Theempty<> atthe
endof theright-handsidedirectsunusedoortionsof
thequeryto ACCENT for furtherprocessing.

Rules4, 5, and 6 dealwith sheva nearthe end
of aword. Generally shava is deletedat the very
end(rule 4), but notif it follows q (rule 5) or if the
previousvowel is alsoa sheva (rule 6).

7 Accommodatingguttural letters

Our current efforts involve accommodatingverb
rootscontaininggutturalletters.We have foundthat
new rulesin thepostprocessingtep thatis, the AC-
CENT node,cover mary of thecases.

We first introducepostprocessingulesthat con-
vertshavanah(whichwe continueto represenas )
to sheva na (which we represenas’).

#vars $longVowel : _ 9 *° R .
ACCENT:
% ot her rules as before
<startofword $consonant $dagesh? / °>
=+= <> % 8 .
</ “$consonant #1 $dagesh?
$consonant #2> =+= <> % 9
<$l ongVowel $consonant [/ "> =+= <>
% 10
<$consonant $dagesh [ °> =+= <> %11
<$consonant #1 $dagesh?
I “$consonant #1> =+= <> % 12

Rule 8 corverts shava nah to shava na on the
first consonanbf the word. We introducethe atom
st art of wor d in orderto detecthis situation,and
we modify thereferencdo the ACCENT nodein the
VERB nodeto includethis new atom. This rule uses
=+= insteadof = to separatehe two sides. This
notationindicatesa non-subtractie rule; the right-
handsidepathencompassdbeentirequery includ-
ing that part matchedby the left-handside, except



thatthe sheva nah hasbeenreplacedby sheva na.
After this replacementKATR continuesto process
the new queryat the samenode. The left-handside
usesthe ? operator which means‘zero or onein-
stances. This notationallows a singlerule to match
situationsbothwith andwithout a dagesh

The otherrulesusesimilar notation. Rule 9 con-
vertsthefirst of two shevas in arow to asheva na,
exceptat the end of the word. Rule 10 convertsa
shava nahfollowing alongvowel. Rule11converts
asheva nahonaconsonantvith adagesh Rule12
convertsthe shava nah on thefirst of two identical
consonants.

Giventhedistinctionbetweerthetwo shavas, we
now addpostprocessingulesthatcorvert a guttural
with ashava nato anappropriatealternatve.

#vars $guttural: Y O N1 X .
ACCENT:
% other rules as before

<$guttural > = $guttural _ <> %13
< $guttural = _ $guttural _ <> %14
<, $guttural = , $guttural _ <> %15
< R _Sletter> = X <$letter> % 16
<X _XK>= R <> %17

°
>

°
>

Rule 13 corrects, for example, 1wny to mwnvy;
Rule14 correctsinyn to thyn, andRule15corrects
Ihyx to TryX. Rules16 and17 correcttheinitial X
in X" verbsin theqal.

We addotherrules,suchasthefollowing Rule18,
to correctsituationswhere a guttural letter would
otherwiseacquirea dagesh

< S$guttural > = <_ S$guttural > % 18

We have not begunwork on weakverbscontain-
ing i1, 9, and", which might require different ap-
proaches.

8 Further work

We continueto develop our Hebrev KATR theory
Our goal is to cover all forms, including the waw
consecutie, infinitive, malor, and predicatesuf-
fixes,for both strongandweakverbs. We will then
turn to nouns,including personakufixes. Our suc-
cesssofarindicatesthatKATR is capableof repre-
sentingHebrav morphologyin a conciseyet read-
ableform.

Ourlargergoalis to hostalibrary of KATR theo-
riesfor variouslanguagessaresourcdor linguists.
Sucha library will provide interestedresearchers
with morphologicadescriptionghatcanbedirectly
convertedinto actualword forms andwill sene as
asubstituteto someextent,for voluminousnatural-
languagendtable-basedescriptionsin thecaseof
endangerethnguagesit will actasarepositoryfor
linguisticdatathatmaybeessentiafor preseration.

9 DATR andKATR

We discussKATR andits relationto DATR exten-
sively elsavhere(Finkel etal., 2002); herewe only

summarizahe differencesThe DATR formalismis

quitepowerful; we have demonstratethatit is capa-
ble of emulatinga Turing machine.The KATR en-
hancementarethereforeaimedat usability notthe-
oreticalpower. The principalinnovationsof KATR

are:

e Setnotation.Theleft-handsidesof DATR rules
may only uselist notation. KATR allows set
notationaswell, which allows usto dealwith
morphosyntactipropertiesn ary order

Hebrev verb morphology provides alundant
motivationfor thisenhancementn the VERB-
SUFFI X node,Rule 15 identifiesil, asanex-
ponentof numberandgenderbut notof person;
Rule 10 identifiesy as an exponentof person
andnumberbut not of gender Both rulesare
indifferentto the orderin which propertiesof
person,number and genderare listed in ary
matchingquery If arule’s left-handsidewere
requiredto bealist (asin ordinaryDATR), then
oneof thesetwo ruleswould have to becompli-
catedby theinclusionof eithera variableover
propertiesof person(Rule 15) or a variable
over propertiesof gender(Rule 10); moreover,
all querieswould have to adhereo afixed (but
otherwiseunmotivated) orderingamongprop-
ertiesof personnumberandgender

¢ RayularexpressionsKATR allows limited reg-
ular expressionsin lists in left-hand sides of
rules; DATR hasno suchexpressionsWe use
thisfacility in the ACCENT nodein theHebrav
theory bothfor theKleenestar* andfor the?
operator More generally we oftenfind regular



expressionsvaluablein representingion-local
sandhiphenomenasuchasthe Sanskritrule of
n-retroflexion.

e Non-subtractie rules. DATR rules have a
subtractie quality: The atomsof the query
matchedby the left-hand side are removed
from the queryusedfor subsequengvaluation
in the right-handside. The KATR =+= opera-
tor allows usto representulesthatpresere the
atomsmatchedy the left-handside,substitut-
ing nenv atomswherenecessaryWe generally
usethis facility for rulesof referral. For exam-
ple,Latin neutemounssharethe samenomina-
tive andaccusatie plural; we capturethis fact
by arule thatcorvertsaccusatie to nominatve
in the contet of neuterplural. In the Hebrav
theory we usenon-subtractie rulesto corvert
shava nahto sheva na

e Enhancedmatchinglength. In some cases,
competingrules have left-hand sides of the
samdength,but oneof therulesshouldalways
bechosernwhenbothapply KATR includesthe
++ syntaxfor explicitly enhancingheeffective
length of the preferredleft-handside; we use
this facility in the VERBSUFFIXnode.DATR
doesnot have this syntax.

e Syntax. KATR hasseveral minor syntaxen-
hancementslt allows specialcharacterdo be
usedas atomsif escapeddy the\ character
The atom $$ can be usedto matchthe end
of the query Variablescan be computedin-
steadof beingenumeratedye usethis facility
in definingthe $I et t er variable. KATR al-
lows greatercontrolover which nodesareto be
displayedunderdefault queries. The interac-
tive KATR programhasnew facilitiesfor rapid
testinganddehuggingof theories.

KATR is entirely codedin Java, making it quite
portableto avarietyof platforms.It runsasaninter
active program,with commanddgor compiling the-
ories,executingqueries andperformingvariousde-
bugging functions. The KATR algorithmis based
on evaluatinga query at a nodewithin a context.
First, KATR identifiesthe rule within the nodewith
the bestmatchingleft-handside. The resultof the

gueryinvolves evaluatingthe associatedight-hand
side,which mightrequirefurtherevaluationsof new
gueriesat a variety of nodesand contets; KATR
recursvely undertaks theseevaluations. The al-
gorithmis completelydeterministicandreasonably
fast: Compiling the entire Hebrav theoryandeval-
uatingall theformsof a verbtakesabout2 seconds
onan863MHzLinux machine.

TheinterestedeadercanacquireKATR andour
Hebrav morphologytheoryfrom theauthors(under
the GNU GeneralPublicLicense).

10 Strategiesfor building KATR theories

We have been applying KATR to generationof
natural-languagenorphologyfor several years. In
additionto Hebrav, we have built a completemor-
phology of Latin verbs and nouns, large parts of
Sanskrit(and otherrelatedlanguages)and smaller
studiesof Bulgarian,Swahili, Geogian, and Turk-
ish. We have found that KATR allows us to rep-
resentmorphologicakulesfor theselanguagesvith
greatelegance. It is especiallywell-suitedto cases
like Hebrev verbs,wherea similar structureapplies
acrosshe entirespectrumof words,andwherethat
spectrumis partitionedinto binyanimwith distin-
guishablerules,but whereeuphow introducesstan-
dard vowel shifts basedon accent,guttural letters,
andweakletters.

As we have gainedexperiencewith KATR, we
have notedencodingstratgiesthatapplyacrosdan-
guagefamilies;we usedeachof thesein our Hebrav
verbspecification.

e Priming. A noderepresenting specificcate-
gory providesinformationneededy moregen-
eral nodesto which it refersqueries. Rulesin
the more generalnodesrefer to primedinfor-
mationby meansof quotedqueries.

e Lookup. A nodeis invoked solely to provide
informationneededy otherrules.

e Overriding. A noderepresentinga specific
catgory answersa query that is usually an-
swered(with differentresults)by a moregen-
eralnodeto which queriesareusuallyreferred.

e Specializing A rule introducesa specific
exception to a more general pattern speci-
fied by anotherrule housedat the samenode.



The stratgjies of overriding and specializing
both exploit the nonmonotonicityinherentin
KATR’s semantics.

e Combining. A rule concatenategariousmor
phologicalunits by referring queriesto multi-
ple nodes.

e Postprocessing Theresultof combiningmor
phologicalunitsis referredto anodethatmakes
local adjustmentgo accountfor euphoy and
othersandhiprinciples.

We do notwantto leave theimpressiorthatwrit-
ing specificationsn KATR is easy Thetool is ca-
pableof presentingelegantspecificationsbut arriv-
ing at thosespecificationgequiresconsiderablesf-
fort. Early choicescolor the entire structureof the
resulting KATR specification,and it happensfre-
guently that the authorof a specificationmustdis-
card code and rethink how to representhe mor-
phologicalstructureghat are being specified. Per
hapsourexperiencewill eventuallyleadto asecond-
generatiorKATR thatbetterfacilitatesthelinguist’s
task.

The definition of Hebrev verb inflection thatwe
have sketchedhererestsonthehypothesighatanin-
flectedword’s morphologicaform is determinedy
a systemof realizationrules organizedin a default
inheritancehierarchy Thereareotherapproacheso
definingHebrav verbinflection; one could, for ex-
ample,assumdhat an inflectedword’s form is de-
terminedby a ranked systemof violable constraints
on morphologicalstructure,asin Optimality The-
ory (Princeand Smolensk, 1993), or by a finite-
statemachine(Karttunen,1993). The factsof He-
brew verbinflectionareapparentlycompatiblewith
ary of theseapproachesEven so, thereare strong
theoreticalgroundsfor preferringour approach. It
providesauniform, well-definedarchitecturdor the
representationf both morphologicakulesandlexi-
calinformation.Moreover, it embodiegheassump
tion that inflectional morphologyis inferential and
realizationalreadilyaccommodatinguchphenom-
enaasextendedexponenceandthe frequentunder
determinatiorof morphosyntacticontentby inflec-
tional form; in this sensejt effectively excludesa
morpheme-basedonceptionof word structure,un-
like boththe optimality-theoreti@ndthefinite-state

approaches.
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