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Abstract

We propose a Question-answering
(QA) system in Korean that uses a

predictive  aswer indexer. The
predictive  aswer indexer, first,
extracts al answer candidates in a

document in indexing time. Then, it
gives <ores to the aljacent content
words that are closely related with each
answer candidate. Next, it stores the
weighted content words with ead
candidate into a database. Using this
technique, along with a complementary
analysis of questions, the propcsed QA
system can save response time because
it is not necessary for the QA system to
extract answer candidates with scores
on retrieval time. If the QA system is
combined with a traditiona
Information Retrieval system, it can
improve the document retrieva
precison for closed-class questions
after minimum lossof retrieval time.

1 Introduction

Information Retrieval (IR) systems have been
applied succesgully to a large scde of seach
areain which indexing and searching sped is
important. Unfortunately, they return a large
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amourt of documents that include indexing
terms in a user's query. Hence, the user should
caefully look over the whale text in order to
find a short phrase that precisely answers his’her
guestion.
Question-answering (QA), an area of IR, is
attracting more atention, as sown in the
proceedings of AAAI (AAAI, 1999 and TREC
(TREC, http://trecnist.gov/overview.html). A
QA system seaches a large allection of texts,
and filters out inadequate phrases or sentences
within the texts. By using the QA system, a user
can promptly approach to his’her answer phrases
without troubdesome tasks. However, most of
the arrent QA systems (Ferret et a., 199; Hull,
1999 Srihari and Li, 1999; Prager et a., 2000)
have two problems as foll ows:
® |t cannot corredly respond to al of the users
guestions. It can answer the questions that are
included in the pre-defined caegories such as
person, date, time, and etc.

® |t requires more indexing or seaching time than
traditional IR systems do becaise it neeals a
deep lingustic knowledge such as syntadic or
semantic roles of words.

To solve the problems, we propose a QA
system using a predictive answer indexer -
MAYA (MAke Your Answer). We can easily
add rew caegories to MAYA by only
suppementing domain dctionaries and rules.
We do not have to revise the searching engine of
MAYA becaise the indexer is designed as a
separate comporent that extracts candidate
answers. In addition, a user can promptly obtain
answer phrases on retrieval time becaise
MAYA indexes answer candidates in advance.



Most of the previous approadches in IR have
been focused on the method to efficiently
represent terms in a document becaise they
want to index and search alarge anourt of data
in a short time (Salton et al., 198; Salton and
McGill, 1983; Sdton 1989). These approaches
have been applied successfully to the
commercial search engines (e.0.
http: //www.altavista.com) in World Wide Web
(WWW). However, in a read sense of
information retrieval rather than document
retrieval, a user still neals to find an answer
phrase within the vast amourt of the retrieved
documents although he/she @an promptly find
the relevant documents by using these engines.
Recetly, severa QA systems are proposed to
avoid the unnecessary answer finding efforts
(Ferret et al., 1999 Hull, 1999 Moldovan et a.
1999 Prager et a., 1999 Srihari and Li, 1999.

Recent researches have @mbined the
strengths between a traditional IR system and a
QA system (Prager et a., 200Q Prager et al.,
1999 Srihari and Li, 1999. Most of the
combined systems acaess a huge amount of
electronic information by using IR techniques,
and they improve predsion rates by using QA
techniques. In detail, they retrieve a large
amourt of documents that are relevant to a
user's query by using a well-known TFIDF.
Then, they extract answer candidates within the
documents, and filter out the candidates by
using an expeded answer type axd some rules
on the retrieval time. Although they have been
based on shall ow NLP tedhniques (Sparck-Jones,
1999, they consume much longer retrieval time
than traditional IR systems do because of the
addictive dforts mentioned above. To save
retrieval time, MAYA extracts answer
candidates, and computes the scores of the
candidates on indexing time. On retrieval time,
it just calculates the simil arities between auser’s
query and the candidates. As a result, it can
minimize the retrieval time.

This paper is organized as follows. In Sedion
2, we review the previous works of the QA
systems. In Sedion 3, we describe the gplied
NLP techniques, and present our system. In
Sedion 4, we aayze the result of our
experiments. Finaly, we draw conclusions in
Sedion 5.

2 PreviousWorks

The arrent QA approacies can be dassified
into two groups; text-snippet extraction systems
and nounphrase extraction systems (also called
closed-classQA) (Vicedo and Ferrandex, 2000).

The text-snippet extraction approaches are
based on locating and extracting the most
relevant sentences or paragraphs to the query by
asuming that this text will probably contain the
correct answer to the query. These gproaches
have been the most commonly used by
participantsin last TREC QA Trak (Ferret et al.,
1999 Hull, 1999 Moldovan et al., 1999; Prager
et a., 1999 Srihari and Li, 1999. ExtrAns
(Berri et al., 198) is a representative QA
system in the text-snippet extraction approaches.
The system locates the phrases in a document
from which a user can infer an answer. However,
it is difficult for the system to be mnverted into
other domains because the system uses g/ntactic
and semantic information that only covers avery
limited damain (Vicedo and Ferrandex, 2000.

The nounphrase etraction approaches are
based on finding concrete information, mainly
noun frases, requested by users' closed-class
guestions. A closed-class question is a question
stated in natural language, which assumes ome
definite answer typified by a noun phiase rather
than a procedura answer. MURAX (Kupieg
1993 is one of the nounphrase extraction
systems. MURAX uses modules for the shall ow
linguistic andysis. a Part-Of-Speed (POS)
tagger and finite-state recognizer for matching
lexico-syntadic  pattern. The finite-state
recognizer deddes users expectations and
filters out various answer hypotheses. For
example, the answers to questions beginning
with the word Who are likely to be people's
name. Some QA systems participating in Text
REtrieval Conference (TREC) use a shallow
linguistic knowledge and start from similar
approaches as used in MURAX (Hull, 199%;
Vicedo and Ferrandex, 2000. These QA
systems use specialized shallow parsers to
identify the aking point (who, what, when,
where, etc). However, these QA systems take a
long resporse time because they apply some
rules to each sentence including answer
candidates and give eabt answer a score on
retrieval time.

MAYA uses shalow linguistic information
such as a POS tagger, a lexico-syntadic parser
similar to finite-state recognizer in MURAX and



a Named Entity (NE) recognizer based on
dictionaries. However, MAYA returns answer
phrases in very short time compared with those
previous systems because the system extrads
answer candidates and gives ead answer a score
using pre-defined rules onindexing time.

3 MAYA Q/A approach

MAYA has been designed as a separate
comporent that interfaces with a traditional IR
system. In ather words, it can be run without IR
system. It consists of two engines; an indexing
engine and a searching engine.

The indexing engine first extracts al answer
candidates from colleded documents. For
answer extraction, it uses the NE recognizer
based on dictionaries and the finite-state
automata. Then, it gives ores to the terms that
surround each candidate. Next, it stores each
candidate and the surrounding terms with scores
in Index DataBase (DB). For example, if n
surrourding terms affects a candidate, n pairs of
the candidate and terms are stored into DB with
n scores. As down in Figure 1, the indexing
engine kegxs separate index DBs that are
classified into pre-defined semantic categories
(i.e. users asking points or question types).

The searching engine identifies a user's
asking point, and selects an index DB that
includes answer candidates of his/her query.
Then, it calculates simil arities between terms of
hisher query and the terms surrounding the
candidates. The similarities are based on p-
Norm model (Salton et al., 1983. Next, it ranks
the candidates acording to the simil ariti es.

Searching engine

Indexing engine

Figure 1. A basic architedure of the QA engines

Figure 2 shows atotal architecture of MAY A
that combines with a traditional IR system. As

shown in Figure 2, the total system has two
index DBs. One is for the IR system that
retrieves relevant documents, and the other isfor
MAYA that extrads relevant answer phrases.

3 —
Answer QA searching engine H IR searching engine ‘

Jaoining the outputs

il

Figure 2. A total architedure of the combined
MAYA system

3.1 Predictive Answer indexing

The answer indexing phase can be separated in 2
stages; Answer-finding and Term-scoring. For
answer-finding, we classify users asking paints
into 14 semantic categories, person, country,
address, organization, telephore number, email
address, homepage Uniform Resource Locator
(URL), the number of people, physical humber,
the number of abstract things, rate, price, date,
and time. We think that the 14 semantic
caegories are frequently questioned in genera
IR systems. To extract answer candidates
belonging to each category from documents, the
indexing engine uses a POS tagger and a NE
recognizer. The NE recognizer makes use of two
dictionaries and a pattern matcher. One of the
dictionaries, which is caled PLO dictionary
(487,782 entries), contains the names of people,
courtries, cities, and organizations. The other
dictionary, cdled wnit dictionary (430 entries),
contains the units of length (e.g. cm, m, km), the
units of weight (e.g. mg, g, kg), and others. After
looking up the dictionaries, the NE recognizer
asigns a semantic category to ead answer
candidate dter disambiguation wing POS
tagging. For example, the NE recognizer
extracts 4 answer candidates annotated with 4
semantic caegories in the sentence, “ of-F 72/
of (HZ Y24 wwwyahoocokr) = & o]
oY £33 6 #l7}E SHl (Yahoo Korea
(CEO Jinsup Yeom www.yahooco.kr) expanded



the size of the storage for free email serviceto 6
mega-bytes)”. ¢f-* Z 2/ o} (Yahoo Korea)
belongs to organization, and & %/ 4/ (Jinsup
Yeom) is person. www.yahoocokr means
homepage URL, and 6 27/ 7H6 mega-bytes) is
physical number. Complex lexical candidates
such as wwwyahoaco.kr are extracted by the
pattern matcher. The pattern matcher extracts
formed answers guch as telephorne number,
email address, and homepage URL. The patterns
are described as regular expresdons. For
example, Homepage URL satisfies the following
regular expressons:
® A(http://)[_A-Za-z0-9\-]+(\.[_A-Za-z0-9\-
19)+([_~A-Za-z0-9\-\.]+)*$
®  7[0-91{3H(\.[0-91{ 3H(\.[0-9{ 2} { 2} (/[ _~A-
Zaz0-90\-\.]{2})*$
® NO-9*[_A-Zaz\-[{1}[_A-Za-z0-9\-
1+(\.[_A-Za7z0-9\-]{2,}){2,} (/[ ~A-Za-z0-
N-\[{2})*$

In the next stage, the indexing engine gives
scores to content words within a context window
that occur with answer candidates. The
maximum size of the context window is 3
sentences, a previous entence a adrrent
sentence, and a next sentence. The window size
can be dynamicdly changed. When the indexing
engine decides the window size, it chedks
whether nelghbaring sentences have anaphara or
lexicd chains.

OIEU ZE AN ES MZES &=
i (7he new strategies of internet portal companies)
i

i oRgmao} (3 @741 www.yahoo.co. k)t ¥ OJHIE KHIAS A2 i),
: (Yahoo Korea (CEO Jinsup Yeom www.yahoo.co.kr, inis to a freelemail 'service.)

i
U RHIAT A8 T 6M7Fe] i DR 30 AR 5 k. “
i\ (7The members of the service can use the free storages of 6 mega-bytes for email.)

 new window

— +— ! original window

Figure 3. An example with the adjusted windov
size

If the next sentence has anaphors or lexica
chains of the current sentence and the aurrent
sentence does not have aaphors or lexicd
chains of the previous sentence, the indexing
engine sets the windov size @& 2. Unless
neighbaring sentences have anaphors or lexical

chains, the window size is 1. Figure 3 shows an
example in which the window sizeis adjusted.

The scores of the content words indicate the
magnitude of influences that each content word
causes to answer candidates. For example, when
wwwyahooco.kr is an answer candidate in the
sentence, “ OF7 7 2/ of (www.yahooco.kr) 7F AY
22 A H 2 F A/ F gt (Yahoo Korea
(www.yahooco kr) starts a new service.)”, of
2] o)(Yahoo Korea) has the higher score than
A H] = (service) because it has much more
strong clue to www.yahoocokr. We dall the
score aterm score. The indexing engine assigns
term scores to content words aacording to 5
scoring feaures described below.

® POS: the part-of-speedt of a ontent word. The
indexing engine gives 2 pdnts to ead content
word annotated with a proper noun tag and
gives 1 pdnt to ead content word annotated
with other tags sich as noun, number, and etc.
For example, ¢} % 7 2/ of(Yahoo Korea)
obtains 2 pdnts, and 474/ (service) obtains 1
point in “ of-% 72/ o} (www.yahoaco.kr) 7} 4}
Z & AP 2EF A 39kl (Yahoo Korea
(wwwyahoaco.kr) startsa new service)”.

® Grammaticd Role: the grammatica relations of
the subcaegorized functions of the main verb in
a sentence The indexing engine gives 4 pants
to atopic word, 3 padntsto asubjed, 2 pantsto
an objed and 1 point to the rests. The
grammatical roles can be dedded by case
markers like <2/ 7=(urvnun), ©// 7Kilga) and =/
Z(ul/lul) since Korean is alanguage with well-
developed morphemic markers. For example, ©f
% 2] o}(Yahoo Korea) obtains 3 pdnts
becaise it is a subjed, and 4/ 7/ = (service)
obtains 2 pdnt becaise it is an objed in the
above sample sentence

® |Lexicd Chain: the reoccurring words in
adjacent sentences. The indexing engine gives 2
points to each word that forms lexicd chains
and gives 1 pant to athers. For example, if the
next sentence of the &ove sample sentence is
‘2 A28 ARG S 17526 7)) &
ojm] & F7FS- AFE-F = Y TF. (The members
of the service @n use the free storages of 6
mega-bytes for email.)”, 4/ H/ = (service)
obtains 2 pdnts.

® Distance the distance between a sentence
including a target content word and a sentence
including an answer candidate. The indexing
engine gives 2 pants to eat content word in
the sentence including the answer candidate.



The engine gives 1 pdnt to others. For example,
of-7 57 2] of(YahooKorea) and 47 H/(service)
in the dove sample sentence obtain 2 pdnts
respedively becaise the wntent words are in
the sentence including the answer candidate,
wwwyahoaco.kr.

® Appasition: the IS-A relation between a content
word and an answer candidate. The indexing
engine extrads appcsitive terms by using
syntadic information such as Explicit IS-A

relation, Pre-modificaion and Post-modification.

For example, o}-*Z2/o/(Yahoo Korea) is Pre-
modificaion relation with www.yahoaco.kr in
the @ove sample sentence The indexing engine
gives 2 pdnts to ead appositive word and gives
1 pdnt to athers.

The indexing engine alds up the scores of the 5
fedures, as siown in Equation 1.

— ADf|1+BDf\2+CDf|3+DDf|4+EDf\5 (1)
A+B+C+D+E

ts

ts is the term score of the ith term, and f;; is the
score of thejth featureintheithterm. A, B, C, D
and E are weighting fadors that rank 5 fedures
acording to preference The indexing engine
uses the following ranking order: E>C>B> A
> D. The weighted term scores are normali zed,
as shown in Equation 2.

oUNID) (o @

5+05—
7 Max_ts; H log(N)

0 tg; =0

Equation 2is smilar to TFIDF equation (Fox,
1983. In Equation 2, ts; is the term score of the
ith term in the context window that is relevant to
the jth answer cendidate. Max_ts is the
maximum value among term scores in the
context window that is relevant to the jth answer
candidate. n is the number of answer candidates
that are affected by the ith term. N is the number
of answer candidates of the same semantic
caegory. The indexing engine saves the
normalized term scores with the position
information of the relevant answer candidate in
the DB. The position information includes a
document number and the distance between the
beginning of the document and the answer
candidate. As a result, the indexing engine
creates 14 DB’'s that correspond to the 14
semantic caegories. We cdl them answer DB's.

3.2 Lexico-syntactic Query processing

In the query processing stage, the searching
engine takes a user's question and converts it
into a suitable form, using a semantic dictionary,
cdled a query dictionary. The query dictionary
contains the semantic markers of words. Query
words are ornverted into semantic markers
before pattern matching. For example, the query
“ofF ga]olo] A}FL =917 22 (Who is
the CEO of Yahoo Korea?)” is trandated into
“ofFZ2/o}j WALE | Y%7 jp ef f (Yowho
auwxiliary-verb  %person preposition Yahoo
Korea symbol)”. In the eample, % A} &
(%person) and % 774%who) are the semantic
markers. The @ntent words out of the query
dictionary keep their lexica forms. The
functiona words (eg. auxiliary verb,
preposition) are nverted into POS's. After
conversion, the searching engine matches the
converted query against one of 88 lexico-
syntadic patterns, and classfies the query into
the one of 14 semantic categories. When two o
more patterns match the query, the seaching
engine returns the first matched caegory.

%ALEL (xsn)* ()= .* $

(Yoperson (xsn)* (j)? %who .* $)

%ALE (xsn)* (1)? %01 & () (R N)?.* $
(Yperson (xsn)* (j)? %name (j) (Yowhat)? .* $)
%ALEE (xsn)* (j)? (%01 E)?%2 7 * $

(%person (xsn)* (j)? (Yoname)? Yowant_to_know .* $)
%= AR * $

(owhich Yperson .* $)

Figure 4. Lexico-syntadic patterns

Figure 4 shows me lexico-syntadic patterns
for person caegory. The @dove sample query
matches the first pattern in Figure 4.

After classifying the query into a semantic
cdaegory, the searching engine cdculates the
term scores of the @ntent words in the query.
As down in Rule 1, the term scores are
computed by some heuristic rules, and the range
of the term scores is between 0 and 1. Using the
heuristic rules, the seaching engine gives high
scores to content words that focus a user's
intention. For example, when a user inputs the
query “ o}F = B 0] & 521 (In
what year is Yahoo founded?)”, he/she wants to
know only the yea, rather than the organizer or
the URL of Yahoo So, the QA seaching engine



gives a higher score to 1 %=(year) than to of%
(Yahoo) in contrast to the ordinary IR seaching
engine.

1. The last content word in a sentence receves a
high score. For example, A£3F (CEQ) in “ of%
A}FFS? (The CEO of Yahao?)” recéves a high
score.

2. The next content words of spedfic interrogatives
such as ©] = (which), 7<= (what) receve high
scores. For example, #Amourtain) in“ o/ = #Fo]
18k 325272 (Which mourtain is the highest?)”
recaves a high score.

3. The next content words of spedfic prepasitions
like ¥ 3l (about) recaéve low scores, and the
previous content words receéve high scores. For
example, the score of 7/Af (article) in* &3]
# 3} 7] A} (the article abaut China)” is lower
than that of 3= (China).

Rule 1. Heuristic rules for scoring query terms

3.3 Answer scoring and ranking

The searching engine cdculates the simil arities
between query and answer candidates, and ranks
the answer candidates acacording to the
similarities. To check the similarities, the
seaching engine uses the AND operation d a
well-known p-Norm model (Salton et al., 1983,
as shown in Equation 3.

@’(-a)" +qf(1-a,)" ++¢’(1-a)" (3)
of +q +--+qP

SIN(A Q,po) =1—d

In Equation 3, A is an answer candidate, and g;
is the ith term score in the context window of
the answer candidate. g is stored in the answer
DB. q istheith term score in the query. p is the
P-value in the p-Norm model.

It takes a relatively short time for answer
scoring and ranking phase because the indexing
engine has already cdculated the scores of the
terms that affed answer candidates. In cther
words, the searching engine ssmply adds up the
weights of co-occurring terms, as shown in
Equation 3. Then, the engine ranks answer
candidates according to the similarities. The
method for answer scoring is smilar to the
method for document scoring of traditiona IR
engines. However, MAYA is different in that it
indexes, retrieves, and ranks answer candidates,
but not documents.

We can easily combine MAYA with a
traditional IR system becaise MAYA has been
designed by a separate comporent that
interfaces with the IR system. We implemented
an IR system that is based on TFIDF weight
and pNorm model (Lee e al., 1999.

To improve the precison rate of the IR
system, we cmbine MAY A with the IR system.
The total system merges the outputs of MAY A
with the outputs of the IR system. MAYA can
produce multi ple simil arity values per document
if two or more answer candidates are within a
document. However, the IR system produwces a
similarity value per document. Therefore, the
total system adds up the similarity value of the
IR system and the maximum similarity value of
MAYA, as own in Equation 4.

a ORsin(D,Q) + B [QASIM(A,Q)  (4)

Sim(D,Q) = a+p

In Equation 4, QAsmy(A,Q) is the similarity
value between query Q and the ith answer
candidate A in document d. IRsim(D,Q) is the
similarity value between query Q and document
D. o and p are weighting factors. We set o and f3
to 0.3and 0.7.

The total system ranks the retrieved
documents by using the combined similarity
values, and shows the sentences including
answer candidates in the documents.

4 Evaluation

4.1 Theexperiment data

In order to experiment on MAYA, we ollected
14,321 douments (65,752 kilobytes) from two
web sites: korea.internet.com (6,452 da@uments)
and www.sogangac.kr (7,869 dauments). The
former gives the members online aticles on
Information Technology (IT). The latter is a
homepage of Sogang University. The indexing
engine aeated the 14 answer DBs (14 semantic
cdegories).

For the test data, we colleded 50 pairs of
question-answers from 10 graduate students.
Table 1 shows the 14 semantic categories and
the numbers of the collected question-answersin
eadt caegory. As siownin Table 1, we fourd 2
guestiorranswers out of the 14 semantic
caegories. They are nat closed-class question-



answers but explanation-se&king  question-
answers like “Question: How can | search on-
line Loyola library for any bodks? Answer:
Conred your computer to hitp://loyola
l.sogang.@.kr”.

Category  person  courtry  address organizaion
# o QAs 9 3 3 9
Category telephore  emall URL  people num.
# o QAs 3 5 4 0
Category phy. num. abs. num. rate price

# do QAs 1 1 0 4
Category date time  out of ca. total

# do QAs 5 1 2 50

Table 1. The number of the wlleded question-
answersin ead category

We use two sorts of evaluation schemes. To
experiment on MAYA, we ompute the
performance score as the Redprocal Answer
Rank (RAR) of the first correct answer given by
eahh question. To compute the overal
performance we use the Mean Reciprocd
Answer Rank (MRAR), as $iown in Equation 5
(Voorheesand Tice 1999.

MRAR= 1/ ngz 1/rank E ©)

With respect to the total system that combines
MAYA with the IR system, we use the
Redproca Document Rank (RDR) and the
Mean Reciprocal Document Rank (MRDR).
RDR means the redprocal rank of the first
document including the @rrect answers given
by ead question.

4.2 Analysisof experiment results

The performanceof MAYA is siownin Table 2.
We obtained the orrect answers for 33
guestionsout of 50in Top 1.

Rank Top 1 Top2 Top3 Top4d
# of answers 33 4 3 2
. Total
Rank Top 5 Top 6~ Failure (MRAR)
# of answers 1 2 5 50
(0.80)

Table 2. The performance of the QA system

Table 3 shows the performance of the total
system. As hown in Table 3, the total system
significantly improves the document retrieval
performance of underlying IR system abou the
closed-classquestions.

The arerage retrieval time of the IR system
is 0.022 second per query. The total system is
0.029 second per query. The difference of the
retrieval times between the IR system and the
total system is not so big, which means that the
retrieval speed o QA-only-system is fast
enough to be negligible. The IR system shows
some sentences including query terms to a user.
However, the total system shows the sentences
including answer candidates to a user. This
function helps the user get out of the trouble that
the user might experience when he/she looks
through the whole document in order to find the
answer phrase.

Rank Top 1 Top 2 Top 3 Top 4
# of answersl 22 8 5 2
# of answers 2 36 5 2 1
. Total
Rank Top5 Top 6~ Failure (MRDR)
50
# of answers 1 3 10 0 (0.54)
# of answers 2 2 4 0 50
(0.76)

# of answers 1: the number of answers which are ranked at
top n ly using the IR system
# of answers 2: the number of answers which are ranked at
top n ly using the total system

Table 3. The performance of the total system

MAYA could not extract the corred answers
to certain questions in this experiment. The
failure caes are the following, and all of them
can be easily solved by extending the resources
and pettern rules:
® The lexico-syntadic parser faled to clasdfy
users queries into the predefined semantic
caegories. We think that most of these failure
queries can be dedt with by supplementing
additional |exico-syntadic grammars.

® The NE rewmgnize faled to extrad answer
candidates. To resolve this problem, we should
supplement the eitries in PLO dictionary, the
entries in the unit dictionary, and regular
expressons. We aso shodd endeavor to
improve the predsion of the NE recgnizer.

5 Conclusion



We presented a fast and high-predsion Korean
QA system using a predictive aswer indexer.
The predictive aswer indexer extrads answer
candidates and terms surroundng the candidates
in indexing time. Then, it stores eah candidate
with the surrounding terms that have spedfic
scoresin answer DB’s. On the retrieval time, the
QA system just calculates the similarities
between a user’s query and the aswer
candidates. Therefore, it can minimize the
retrieval time and enhance the predsion. Our
system cen easily converted into other domains
becaise it is based on shalow NLP and IR
techniques auch as POS tagging, NE recognizing,
pattern matching and term weighting with
TFIDF. The experimenta results siow that the
QA system can improve the document retrieval
precision for closed-class questions after the
insignificant loss of retrieval time if it is
combined with a traditional IR system. In the
future, we pursue to concentrate on resolving the
semantic ambiguity when a user’'s query
matches two or more lexico-syntadic patterns.
Also, we ae working on an automatic and
dynamic way of extending the semantic
caegories into which the users' queries can be
more flexibly caegorized.
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