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Abstract

In this paper the issue of document
structurings addressedlo achiese this
task,we adwocatethat SggmentedDis-
courseRepresentatiormTheory (SDRT)
is a most expressie discourseframe-
work. Thenwe sketchadiscourseplan-
ning mechanismwhich aims at pro-
ducingasmary paraphrastidocument
structuresaspossiblefrom a setof fac-
tual dataencodednto alogical form.

1 Intr oduction

Using the termsof (Reiterand Dale, 2000), we
considerthat the DocumentPlannerarchitecture
is pipelined: first the contentdeterminationtask
doesits work, andthenthe documentstructuring
tasktakesthe resultand build a documentplan.
Following the work of (Roussarie,2000), we
adoptsDRT (Asher 1993; AsherandLascarides,
1998), which was designedfirst for text under
standingfor the documenstructuringtask'.

Theinput to the documentstructuringcompo-
nentis a setof factualdataencodednto alogical
form, asin (1).

(1) Fer, e, z,y (e1—leave(x) A eq—fit-of-
teargy) A causée;,ez) A
z =FredA y =Mary A e; < now A e <
now)

This level of representatiois supposedo be
languagandependentalthoughwe useEnglish-
like predicatedor the sale of simplification. (1)

1As far aswe know, Roussariés thefirst authorwho has
adoptedsDRT for text generation.Thework presentedhere
differsfrom hiswork in thefollowing: contentdetermination
anddocumenstructuringarepipelinedhere,while they are
interleavedin hiswork.

includesa conceptuallanguagandependentje-
lation, i.e. causebetweerthe eventse; andes.

A documenplanis a sbrs. Ourgoalis to pro-
ducea wide rangeof paraphraseom the same
factualdata. For example,from the logical for-
min (1), we wantto produceat leastall thetexts
in (2). Thesetexts have differentcommunicatre
structuresandso correspondo differentcommu-
nicatve goals. However, theseissueswill notbe
addressetiere.

(2) a. Fredleft. ThereforeMary burstinto afit

of tears.

b. Mary burstinto afit of tearsbecauséred
left.

c. Fredleft. His leaving broughtMary into
afit of tears.

d. Mary burstinto afit of tears.Thisis due
to Fredsleaving.

To produceparaphrasesye start by produc-
ing several documentplans (i.e. SDRsS) from
the samefactualdata. The sbRs underlying(2a)
is in (3a) in which the discourserelation Re-
sult betweenr; and o expresseghe predicate
causée, e2). The sDRs underlying(2b) is sim-
ilar to (3a) exceptthat Explanatiofrs, 1) is in-
volved insteadof Resulfr, ). The SDRS un-
derlying (2c) is in (3b). It includesthe dis-
courserelation Commentary definedin (Asheg
1993). To ensurethe cohesionof texts, we add
the following constraintto his definition: Com-
mentaryy, m9) requiresthat one elementin o
is coreferentwith oneelementin =1, asit is the
casein (3b) with e3 = e;. In (3b), the causal
relationhasbeenreified asthe discoursaeferent
f (seesection5). This discoursereferentis ex-

2The discourserelationin (2c) is not Result sincethe
secondsentencalenotedoththe causeandthe effect.



pressedhroughthe verb bring into®. The SDRs
underlying(2d) is similarto (3b).

3) a.

™1 T2

e1 T

x = Fred
e1—leave(x)
e1 < now

ey

y = Mary
ex—fit-of-teargy)
e2 < now

Resul{my, m2)

b. T T2

e1 T

x = Fred
e1—leave(z)
e1 < now

esesyf

y = Mary
ex—fit-of-teargy)
f—causées, e2)
€3 = eé1

ez < now

Commentarymy, m2)

When provided asinput to a “tactical compo-
nent” (microplannerlndsurfacerealizer),agiven
SDRS leadsto zero,oneor severaltexts. It lead-
s to nothingwhenthereis a lexical (or syntac-
tic) gapin the tamget language. For example, if
thereis no verbalpredicatesemanticallyequia-
lentto be dueto in thetamgetlanguagethe Sbrs
underlying(2d) leadsto nothing. Similarly, if a
SDRS includesa discourserelationwhich cannot
berealizedin thetargetlanguagde.g.volitional-
Resultproposedn (Mannand Thompson,1987)
cannotbe linguistically realizedin French(Dan-
los, 2001)),it leadsto nothing. A given SDRs
leadsto severaltexts whenthereareseverallexi-
calizationdfor atleastonepredicate.

Thanksto theuseof SDRT, we areableto give
a formal backgroundto the following assump-

%In the generationcommunity causatie verbal predi-
catessuchasbringinto or provoke areconsideredselemen-
tary ones,althoughit shouldnot be so. For example,Elixir
provolesan allergic reactionis not analyzedandsois sim-
ply representeds (allergic-reaction(Elixir)) in (Bouayad-
Aghaetal., 2000). Whereasijt shouldgeta representation
translatingx’s taking Elixir causes<’s havingan allergic re-
actionwith a causarelationbetweertwo events.

“We adoptthe positionthatthereexistsa setof discourse
relationswhich arelikely to belanguagendependent.

tions generally used in bottom-up document-
structuringapproaches:

¢ “The contentdeterminatiormechanismhas
produceda set of messagesvhich are re-
quiredto beincludedin the final document
plan” (ReiterandDale,2000,p. 114). In for-
mal terms, it translatesasfollows: a SDRS
7 built from a logical form LF is suchthat
the logical form derved from = is logical-
ly equvalentto LF. For example,the logi-
calformsderivedfrom the sbrssin (3a)and
(3b) areequialentto thatin (1) moduloax-
iomswhichwill be presentedhn section4.

e “The NLG systemhasa meansof determin-
ing what discourserelation (if arny) canbe
usedto link two particularmessagesr com-
ponentdocumentplans” (Reiter and Dale,
2000,p. 114). Ourformal approachs based
on reversingthe sDRT conditionsto estab-
lish discourseelations.As anillustration,in
SDRT for text understandinghereis the Ax-
iom in (4) for Narration This axiom states
thatif Narrationholds betweentwo SDRSS
w1 and sy, thenthe main event (me of
happendeforethe maineventof .

(4) O(Narratiorf{ry, m2) — me(m) < mema))

For text generationthis axiomis reversedn
therulein (5) whichis domainandlanguage
independent.(5) is taken from (Roussarie,
2000,p. 154).

e If k andk’ areDRs the maineventuali-
tiesof which arenot states,

e andif themaineventof k occursbefore
themaineventof &/,

e thenNarratior(w, 7') isavalid relation,
wherer andr’ respectiely labelk and
K.

This paperis organizedasfollows. Section2
gives a crashcoursein SDRT. Section3 com-
paresour approachto documentstructuringto
thosebasedon RST. Section4 explainsthe ax-
ioms neededo lay down the logical equivalence
of sbRrss suchthat (3a) and (3b). Section5 ex-
plainsthe procesdor building SDRss. Section6
sketcheshow to generatatext fromasbrs. Sec-
tion 7 illustrateshedocumenstructuringstrategy
onexamples.

(5)



2 Crashcoursein SDRT

2.1

SDRT (SegmentediscourseRepresentatiomhe-
ory) was introducedin (Asher 1993) as an ex-
tensionof DRT (DiscourseRepresentatioi heo-
ry, (Kamp andReyle, 1993))in orderto account
for specificpropertiesof discoursestructure.

The original motivation for developing SDRT
can be found in Ashers study of the reference
to abstractobjectsin discourse. Asher amgues
that a sounddiscoursetheory hasto cope with
someanaphoravhoseantecedentsurn out to be

Intr oduction

text sggmentslarger thana clauseor a sentence.

Moreover, it is necessaryo reveal a hierarchical
discoursestructurewhich makesappeatrthe sites
availablefor anaphora—anteceddninding. Con-
siderthe examplein (6) takenfrom (Asher 1993,
p. 318):

(6) (1) After 38 months,Americais backin s-
pace.(2) TheshuttleDiscoveryroaredoff the
padfrom CapeKennedyat 10:38this morn-
ing. (3) Thecraftandcrewv performedflaw-
lessly (4) Laterin the day the TDRS shut-
tle communicatiorsatellitewassuccessfully
deployed. (5) This hasgivena muchneeded
boostto NASA morale.

The pronounthis (6.5) canonly referto thew-
holetrip or (possibly)to thelastmentionedavent
(TDRS launch). Consequentlythe structureof
(6) mustbesuchthat: i) thereexistsa constituen-
t which semanticallyencompassethe whole s-
tory (6.14), andii) neither(6.2) nor (6.3) cor
respondo available constituentdor the anapho-
ra resolutionwhen computingthe attachmenof
(6.5) in the context. Avaibility (or opennesspf
constituentds a formal propertythat canbe ac-
countedfor by theuseof discourseelations.

2.2 DRSsasformal discourseunits

SDRT can be viewed as a supeflayer on DRT
whoseexpressienessis enhancedy the useof
discourseelations.Thusthe DRT structuregDis-
courseRepresentatioBtructure®r DRS) arehan-
dledasbasicdiscourseaunitsin SDRT.

Formally, a DRs is a coupleof sets(U,Con).
U (the universe)is the setof discourseeferents.
Con is a set of conditionswhich describethe

meaningof the discoursein a truth-conditional
semanticgashion. For instance the DRs repre-
sentingthe sentencé7a)is givenin (7b).

(7) a. Fredleft.
b. xTre

z = Fred
e—leave(x)
e < now

Notethatin additionto individual referentgz),
U includesevent referents(e). DRT adoptsa
Davidsonianapproach(Davidson,1967): it con-
sidersthat events have to be denotedby singu-
lar termsin the logical form of sentenceslin the
semantianodel,eventsarehandledasworld im-
manententities,andeventreferentye) canoccur
in agumentalslots of certain predicateqlike f-
causées, e2) in (3b)). The statement—leave(z)
is a predicatve notationalvariantand standsfor
“eisaleaving of z”.

DRssdo notcorrespondo linguistic cateyories
but are formal units: from the SDRT point of
view, oneshouldseethemas(intensional)mean-
ing structures. This is why somediscourseab-
stractobjects(suchasfacts, situations,proposi-
tions...) canbereferredto by discoursereferents
(we will saythatthey arereified)andsemantical-
ly characterizedby (sub-pRs. (8) is anexample
of afactreading,where= is the characterization
predicatg/Asher 1993,p. 145).

(8) a. The fact that Fred left abruptly upset
Mary.

b. [zyef
x =Fred

e
e—leave(x)
abrupt{e)
y =Mary
e'—upsetf, y)

f~

2.3 DiscourseRelationsand SDRSs

A sbRrsis acoupleof sets(U,Con). U is a setof
labelsof DRs or sSDRs which may be viewed as
“speechactdiscourseeferents’(AsherandLas-
carides,1998). Con is a setof conditionson la-
belsof theform:

e 7 : K, wherer is alabelfromU andK is a
(S)DRs (labelling);



o R(m;, m;), wherer; andn; arelabelsand R
adiscourseaelation(structuring).

The set of sDRT relationsincludes Narration
(for temporalsequence)Backgroundfor tempo-
ral overlap),Elaboration(for whole-partor topic-
development),Explanationand Result (for cau-
sation),Commentary(for gloss).

Accordingto (Asher 1993,p. 319),(9) sketch-
esthe sbRr-theoreticanalysisof (6) whereeachk;
standdor the DRs representinghe contentof the
i sentencén (6).

9)

T T T
Ty k‘l

Ty M3 T4

o tky w3 :ks m4:ka
Commentaryms, ms)
Narratior(ra, w4)

!
T

Elaboratiorfry, 77)
st ks Commentaryr, ms)

SDRSs are built by meansof non monotonic
rulesthatencodesliscoursepropertiesandworld
knowledge. For instance,one rule statesthat if
a discourseconstituents may be connectedo a
discourseconstituentx in the contet, thennor-
mally the relation Narratior{«, 3) holds. Anoth-
errule stateghatif 8 maybeconnectedo « and
if themaineventof 3, i.e. mg(3), is known asa
causeof me(«), thennormallytherelation Expla-
natior(c, 3) holds.

3 Comparisonwith RST

As nearlyeverybodyin the NLG communityus-
esRsST (RhetoricalStructureTheory (Mann and
Thompson,1987)) as a discourseframawork, it
is generallyconsideredhatthe taskof document
structuringis to producea treein the RST style.
Since RST is a descriptve theory without ary
formal backgroundthereexists a wide rangeof
interpretationsand several notionsof Rhetorical
Structure. For someauthors,e.g. (Marcu et al.,
2000), the RhetoricalStructureis very surfacic:
it is an orderedtreeisomorphicto the linearized
structureof thetext anda rhetoricalrelationcan
be viewed as a nicknamefor a small setof cue
phrasesFor otherauthorstherhetoricalstructure
is moreabstractit aimsat representingneaning.
For example,in (RAGS Project,1999; Bouayad-
Aghaetal., 2000),the RhetoricalStructureis an

unorderedreein which terminalnodesrepresen-
t elementarypropositionswhile nonterminaln-
odesrepresenthetoricalrelationswhich are ab-
stractrelationssuchascause Thisrhetoricalrep-
resentations mappednto aDocumeniRepresen-
tationwhich is anorderedtreereflectingthe sur
facicstructureof thetext.

Our approachs closerto the RAGS’oneif we
considerour logical form as equialentto their
Rhetorical Structures. However, we differ ba-
sically on the following point: their Rhetorical
Structureis a tree,while our logical form, when
graphicallyrepresentedis a (conn&) graphand
notatree.Let usjustify our positionby consider
ing thediscoursesn (10).

(10) a. Fredrunthevacuumcleaney while Sue
wassleeping; in orderto botherhelg.

b. Fredrunthevacuumcleanep while Sue
wassleeping; in orderto pleasehers.

They canbe given variousmeaningshowever
we focuson thefollowing:

e for (10a),runningthevacuumcleaneis sup-
posedo benoisyandFredattemptgo both-
er Sueby making somethingnoisy exactly
whensheis sleeping,

e for (10b),runningthevacuumcleanets sup-
posedo beanawful choreandFredattempts
to pleaseSueby relieving herof a chore. It
just happenghat he run the vacuumcleaner
while shewassleeping.

In RST, both (10a)and(10b)aregiventhetree
representatiom (11),in which cIrcC abbreiates
CIRCUMSTANCE.

PURPOSE

The semantidnterpretatiornof a rhetoricaltree
is given by the “nuclearity principle” (Marcu,
1996): wheneer two large spansare connected
througha rhetoricalrelation, thatrhetoricalrela-
tion holdsalsobetweenthe mostimportantpart-
s of the constituentspans. In (11), the nucleari-
ty principle amountsto sayingthatthereis only



oneinterpretation,namelythatin which the nu-
cleusargumentof PURPOSE is A, which is the
nucleusagumentof CIRCUMSTANCE. Thisisthe
right interpretatiorfor (10b). However, (11) can-
not representhe meaningof (10a)for which the
first (nucleus)agumentof PURPOSE is the sub-
treerootedat CIRCUMSTANCE. In conclusion,a
RST treestructureis too poor: it cannotaccount
for the expressienessof texts. This canbe ac-
countedfor by the useof representations/hich
correspondgraphicallyto (conne) graphs. The
graphicalrepresentationsf (10a) and (10b) and
their equvalentin pseudological forms are re-
spectvely shavnin (12a)and(12by.

(12) a. PURPOSE

CIRC
e
A B |p

3A,B,C,D (D-CIRC(A, B) A PURPOSE(D, C))

b. PURPOSE CIRC
C A B

3 A, B,C (CIRC(A, B) A PURPOSE(A, C))

(12a)is a tree in which the first algumentof
PURPOSE is D, the sub-treerootedat CIRCUM-
STANCE. It is the interpretationof the RST tree
in (11) without the nuclearityprinciple. (12b)is
agraphin which A is partof two relation$. This
graphcorrespondso theinterpretatiorof theRST
treein (11) givenby thenuclearityprinciple. This
principle makesthat A is part of both the rela-
tion PURPOSE with C' andthe relationCIRCUM-
STANCE with its satellite B.

The sbrss underlying (10a) and (10b) are
shawvn respectiely in (13a)and(13b) (the nota-
tion K 4 standsfor the DRS representingd and
soon). Herewe replaceCIRCUMSTANCE by the
SDRT relationBackgroundor temporaloverlap .

5The argumentof a binary semantigredicatearenoted
asl and? afterthefashionof MTT (Meaningto Text Theory
(Mel’ €uk, 1988))andnotasNucleusandSatellitein theRST

tradition.

5This graph can be annotatedto mark the element(s)
which arefocusedon.

"Actually, the sDr-theoreticalrepresentation®f (13)
shouldbe more complex with a pseudo-topi¢hat would s-

(13) a.

T3 T4 |

™1 T2
w3 m:Ka me:Kp
Backgroundry, m2)

Tq K C
Purposérs, m4)

b- ™1 T2 T3

m :Ka m:Kp w3:Kco
Backgroundm1 , w2)
Purposér, 3)

In (13a), the first agumentof Purposeis 3
which groups K4 and Kp which are linked
through Background In (13b), w1 is part of t-
wo discourserelations. The graphicalrepresen-
tationsof (13a)and(13b) (in which R(m1,m9) is
represente@sa treerootedat R) have the same
topologyas(12a)and(12b)respectiely.

In summary in document structuring ap-
proachesasedon RST, a rhetoricalstructureis
always a tree, wheneer understoodas abstract
representationr amoresurfacicone. Thiscannot
be maintained.First, if the rhetoricalstructureis
an abstractconceptualepresentatiorlosedto a
logicalform, its graphicalrepresentatiois acon-
nex graph(andnot alwaysatree). Secondjf the
rhetoricalstructureis a discourserepresentation,
asit is the casefor SDRs, its graphicalrepresen-
tationis alsoa connex graph.

This criticism is not the only oneagainstrsT.
This discoursdramework hasalreadybeencriti-
cizedin the generationrcommunity (de Smedtet
al., 1996). Sowe adwcatethe useof sbRT. This
theorypresentshefollowing adwantages

e it isaformalizedtheorywhich benefitsof al-
| the progressn formal semanticamost of-
tenrealizedin theunderstandingerspectie
aroundbdRT Or SDRT.

e adopting SDRT for text generationby “re-
versing”therules(see(4) reversedn (5)) al-
lows usto have reversiblesystemsthesame
linguistic datacanbe usedfor both text un-
derstandingindgeneration.

e asit will beshavnin sections, thedocument
structuringcomponent la SDRT gives hint
onreferringexpressionsit indicateswhena

panthe Backgroundrelatedconstituents. See (Asherand

Lascarides1998)for details.



discoursaeferentshouldbe expressedsan
anaphorid\P.

e a sDRS (i.e. adocumentplan) canbe given
to existing microplannersand surfacereal-
izerswith perhapssomemodifications(see
section6). For example,a SDRS canbegiv-
enasinputto G-TAG (Danlos,2000)imple-
mentedn CLEF (MeunierandReyes,1999)
provided smallfits arerealized.

In conclusion,we think that SDRT is a better
discoursdramework thanrsT (for bothtext gen-
erationandunderstanding).

4 Equivalencebetweenlogical forms

Recallthatwe wantto computeboththe SDRS in
(83a)with Resultandthe sbrs in (3b)with Com-
mentaryfrom thelogicalformin (1). Let usshav
that the logical forms derived from thesesbRrss
areequvalent.In sDRT, thereis anaxiomfor Re-
sult from which one can entail the rule in (14),
whichis similarto theaxiomin (4) for Narration

(14) Resulfry, o) — causéme(my), me(ms))

Therefore,the logical form derived from (3a)
is (1) repeatedn (15) withoutthetemporalinfor-
mation.

(15) J ey, e, z,y (e1—leave(x) A eo—fit-of-
teargy) A causée;,ez) A
x =FredA y =Mary)

The discourserelation Commentary per se
doesnot addinformation. Therefore the logical
form derivedfrom (3b)is (16).

(16) Jeq, eq, f, 2,y (e1—leave(z) A
eo—fit-of-teargy) A f—causée,es) Az =
FredA y = Mary)

The differencebetween(15) and (16) consists
in consideringhe causalelationbetweerthetwo
eventseitherasonly a predicateor asa variable
plus a predicate. However, the axiomsin (17a)
and(17b) canbelaid dowvn. With theseaxioms,
(15)and(16) areequivalentsincethey arebothe-
quivalentto (18),in whichthe causarelationgets
representedwice. In otherwords, we have the
following logical entailmentsy(15), (17a)t (18),
and(16), (17b)+ (18).

(17) a. Vz,y causéz,y) — Iz z—causéz, y)
b. Vz,y, z z—causéz,y) — causéz,y)

(18) Jey, e, f,z,y (e1-leave(z) A
eo—fit-of-tearqy) A f—causée;, es) A
causéer, es) A x = FredA y = Mary)

Let usunderlinethatthe contentdetermination
task may arbitrarily resultin (15), (16) or even
(18). Therefore,the documentstructuringtask
hasto producesDRs suchas (3a) and(3b) from
oneof theselogical forms.

There is a an important difference between
SDRss and logical forms. SDRSs representis-
coursesand their variablesare discourserefer
ents.Logical formsrepresentneaningsandtheir
variablesare purelogical variables. To compute
a sbRs from a logical form, one hasto decide
which variablesfrom the logical form become
discourseeferentsasexplainedin the next sec-
tion.

5 Building sbRss

5.1 Basicprinciples

To geta recursve processfirst, we translatethe
logical forminto aDRs?. In caseof apurelyexis-
tential formula suchasthosewe have beendeal-
ing with sofar, this justamountdo puttingall the
variablesinto the universeof the brs and split
theformulainto elementaryconjoinedcondition-
s°. The documentstructuringtaskamountsthen
in building a sbrs from abRs. Thesimplestway
to do thatis simply to transform:

™

unierse into

> universe
conditions T

conditions

More comple structuresareobtainedby split-
ting the DRs into subbRss asillustratedbelow.

8This DRs is consideredhsa logical representationlt is
notyetadiscoursaepresentation.
®More complex formulasarenot consideredhere.



1 T2 T3
universe

unverse w1 1| condition
condition conditiony
condition, Unerse
condit@on; —| w2 :| condition
condition, conditiony
conditiony
conditiony Unierse
conditiory T3 . condition;

R (m1,w2) <> conditiory

Ry (w2, m3) <> conditiory

Ry (w1, m) <> conditiony meansthat the dis-
courserelation R; to be establishedetweensn;
and w9 must have conditiony; amongits conse-
guencesnootherelemenis in chageof express-
ing conditiory.

In sDRT for text understandingthe condition-
s arenot ordered.However, in text generationa
documentplan indicatesthe order of its compo-
nents.As a consequenceyhena documentlan
iS a SDRS, its componentglabelledr;) have to be
orderedIn thepseudosDRs aborve, it is supposed
thatm, precedesr, which precedesrs.

Let us examinethe principlesgoverningthe s-
plitting of the conditionsandthe universes. For
the splitting of the conditions, the whole con-
tent of the factualdatabasénasto be verbalized.
Thereforeall theconditionsin the DRs have to be
expressedn the SDRS. Two casesppear:

e eithera conditionin the DRS appearsas a
conditionin oneof the subbRs; thatis the
casefor condition in thebrs labelledr;

e Or it is expressedhrougha discourserela-
tion; thatis the casefor conditionz. Oneof
the criteriafor choosingan appropriatedis-
courserelationis thatits consequencedsave
to containthe conditioninvolved. For ex-
ample theconditioncausée;, e;) canbeex-
pressedhroughResul{r, ) whenm; and
o label the subbRrss that containthe de-
scriptionsof e; andes respectrely.

Let usnow look on how to determinethe uni-
versesof the subbDRss, i.e. the discourserefer
ents. First, therearetechnicalconstraintsname-

ly:

¢ theagumentsf ary conditionin asubbRs
mustappeaiin theuniverseof this DRS;

e theuniversesof all the subbRss have to be
disjoint. This constraintis the counterpart
of thefollowing constrainin understanding:
“partial DRss introducenew discourseefer
ents”(Asher 1993,p. 71).

Thesetwo constraintarenotindependentAs-
sumingthat the first constraintis respectedthe
secondone can be respectedvith the following
mechanism:if a variablez alreadyappearsn a
precedingsubbRrs labelledr,, thenabrandnew
variabley is createdn the universeof thecurren-
t subDRs labelledr, andthe conditiony = =z
is addedinto the conditionsof 7,. Thediscourse
referenty will be generatecdisananaphoraf =,
is availableto m, (seesection2.1), otherwiseit
will be generatedas a definite or demonstratie
NP

Secondly as mentionedin section4, it has
to be decided which variables become dis-
coursereferents. When we have for instance
3f, e1, eq f—causeée;, e2), we candecideto apply
axiom (17b), andthenremove the variablef and
every conditionhaving f asanargument(in par
ticulartheconditionf—causées , e5)). In orderfor
suchan operationto be valid, we have to ensure
that no informationis lost. In practice,this sup-
poseghatno otherconditionthanf—causée;, e3)
hasf asan agument. We call this operationde-
reification. Corverselyfrom sucha formula as
Jdey, eq causée, e;), we canapply axiom (17a),
andthenremove the conditioncausée, e2). We
call this operationreification. Contrarily to de-
reification,no informationcanbelost. Thesetwo
operationarea mix betweensomethingwhich is
purelogic (thataddsinformation)anda discourse
operationthat dealswith discourseaeferents.As
our objectie is to build asmuchdicourseplans
aspossibleyeificationandde-reificationare sys-
tematicallyperformedwvheneer possible.

The processs recursve: onceall this is done
(splitting the conditions, universes determina-
tion (including reificationandde-reification)and
choiceof discourseelations) theprocessanap-
ply recursvely on eachof the embeddedRss
(this is the reasonwhy the logical form is first
translatednto aDRS).



5.2 Algorithm

A nake solution to implementtheseprinciples
will be first described. Next somerefinements
will beproposed.

The naive solutionamountsto consideringall
the possiblesplittings of the setof conditions. If
therearen conditions,the numberof subsbrss
ranksfrom 1 to n. In the hypothesif a splitting
into p subsDRSs, eachcondition may be putin
ary of thep subsbRrssorin ary of thep — 1 sets
of conditionsto be expressediy a discoursere-
lation?. Next the universesof the subsDRss are
built accordingto the principlesdescribedabore.
This leadsto availability constraints(e.g. 7, is
availableto ;) to bechecledlateron. In thenex-
t step,the possiblediscourserelationsare com-
puted accordingto their consequencesAt this
step, a lot of hypothesesre ruled out. For ex-
ample,ary hypothesisassuminghata condition
suchase—leave(z, y) is to be expressedhrough
adiscourseaelationwill beruledout. Finally, the
availability constraintshave to be checled using
thesamerulesasin understanding.

With this naive solution, a lot of documen-
t planswill be rejectedby the linguistic compo-
nent. As anillustration, eachsubsDRs hasto be
verbalizedasa clause(seesection6). Therefore,
ary subspRrs thatdoesnotincludeaneventuality
or afactwill berejectedby thelinguistic compo-
nent.

This naive solutionis theoreticallyvalid, how-
everit is notusablein practice.A lot of possible
failurescan be foreseen. For example, the con-
ditionsthatcanbe expressedhrougha discourse
relation,e.g. causée;, e3), shouldbe considered
first. If it is decidedthat sucha conditionis in-
deedexpressedy a discourserelation, e.g. Re-
sult(my, ), thenthe subsbrss m; and wy are
createdwith the conditionsconcerninge; andes
respectrely.

To sumup, the processof splitting the condi-
tionsshouldnot beblind. The contentof the con-
ditions hasto be taken into accountin orderto
guidethe splitting andavoid therebyfailuresthat
canbeforeseenHowever, thedetailsof this opti-
mizationwill notbepresentedhere.

100 SDRT, ary elementin the universeof a SDRS must

belinkedto anotherelement.Therefore a SDRs with p sub-
SDRSs mustinclude(atleast)p — 1 discourseelations.

6 Generatingatext from a sbRS

A SDRS, i.e.adocumenplan,is givento amicro-
plannerandsurfacerealizerwhich computesone
or severaltexts. It is thetopic of anothempaperto
explain in detail this process.Herewe will only
give the basicprincipleswhich guidethe choices
to bemadein thetacticalcomponent.

The processto generatea text from a SDRS
(U,Cony is basicallyrecursve:

e anelementr; in U hasto be generatedas
a clauseif 7; labelsa DRs andrecursvely
asatext (possiblya complex sentencelf ;
labelsa SDRs.

e aconditionR(m;, 7;) in Con hasto begener
atedasatext “S;. Cue S;.” or asacomple
sentence S; Cue S;.", whereS; generates
i, Sj mj, andCue is acuephrasdexicaliz-
ing R (Cue maybeempty).

e acondition7 : K in ConwhereK is abRS
(U,Con) hasto generate@dsa clauseaccord-
ing to thefollowing constraints:

— in analysis,a discoursereferentis the
trace of either a determineror an in-
flexion mark. Thereforejn generation,
a discoursereferenthasto be generat-
ed as an NP or a tensedverb (noted
V). Suchaninformationis notedase.g.
e1:NP/V;

— the conditionsguide the lexical choic-
es. The conditionsz = Fred corre-
spondto propernameswhich is noted
asz:PN[Fred]. Theequalityconditions
betweendiscoursereferents(e.q. x =
1) give riseto (pronominalor nominal)
anaphorawhich is notedasz:ANA[y].
The other conditionsare associatedo
lexical predicates.

With theseconstraintsan elementwhich is
reified, e.g.f—causée;, e;), givesriseto an
NP oraverb(acauseof, provolke) andanele-
mentwhichis notreified, e.g.causée; , e3),
givesrise to a modifieron e; or es with e
ande; generatectitherasverbsor NPs.

This processesultsin alist suchas:
— e1:NP/NV[e;—leave(z)],



— z:PN[Fred)],
— ENP/V[f—causéeq, es)],
— eg:NP/V[eo—fit-of-tears)],
— y:PN[Mary(y)].
Such a list guides the lexical choices

and syntacticrealization performedby the
micro-planner

7 lllustration on examples

Let us shawv how to computethe sbRrss in (3a)
and(3b) from the logical form in (1). First, this
formulais translatedn thebrs in (19), in which
the conditionsare numberedor the sale of con-
venience.

(19) €1e2TY

cond: e;—leave(x)
conc: ep—fit-of-teargy)
cong;: causées, ez)
cond,: x = Fred

cond;: y = Mary
conds: ex < now
cond: ez < now

From (19), one possibility is to expresscond
throughResulfry, m2) in which 71 andns label
the subbRss groupingthe conditionson e; and
e9 respectrely. Thereforesr; hasto groupcond
andcond;. As cond introducesthe variablez,
cond, hasto figure alsoin ;. The universe
of the DRs labelledby ; is {e;,z}. Similar
ly for mo, its universeis {eq2,y}, its conditions
arecond,, cond, andcond.. All the conditions
of (19) arethereforeexpressedn (3a)whichis a
well-formeddocumentplan. Following the rules
sketchedin section6, (3a) will be generatedn
(2a) by thelinguistic componentif Resultis lex-
icalized as the cue phrasetherefore which links
two sentences.

From(19), anothempossibilityis to split all the
conditionsinto two subbRrss: the first one la-
belledn; groupingthe conditionsone; (asin the
previous possibility), the secondone labelled 7,
groupingall the otherconditions.cong in 75 has
e1 asargument. This variablealreadyappearsn
1. Thereforea brandnew variablees is created
in the universeof 7 andthe conditiones; = e;

"This is an optimization: if cond, werenot includedin

71, the surfacerealizerwould fail on 71 andthe hypothesis
would beruledout.

is addedn m,. As all the conditionsaresplitinto

thesubbRrss, m; andmy have to belinked with a

discourseelationwhich addsnoinformation(i.e.

which hasno consequence)Commentarys such
a discourserelation,andit is valid heresinceits

constrainoneelementn m, hasto be coreferent
with oneelementin 71, seesectionl) is respect-
edwith the coreferenceelatione; = e;. At this

step,the sDRs in (20) hasbeenbuilt.

From (20), one possibility is to transmitthis
SDRS asit is to the tacticalcomponent.If Com-
mentaryis lexicalized as an empty cue phrase
linking two sentences(20) will be generatedn
(21) wherecausées, e;), which is not reified, is
expressedhroughthe modifierbecausef.

(20)

™ T2

e1 T

|  =Fred

| er—leave(x)
e1 < now

exesy

y = Mary
ex—fit-of-teargy)
causées, es)

€3 = e1

ey < now

T2 @

Commentarymy, 72)

(21) Fredleft. Mary burstinto a fit of tearsbe-
causeof that.

In text understanding, (21) is likely to
be analyzed with the discourse relation
Narratior{m1, ), which has for consequence
e1 < eqg. Thisconditionis compatiblewith those
in o since causées,ez) with e3 = e; implies
e1 < eo. So,thereis no conflict betweenthe
understandingndthe generatiorof (21).

From (20), another possibility is to reify
causées,e2) in mo. The SDRS in (20) becomes
thatin (3b). If f~causds lexicalizedasbring in-
to (a colloquial variantof causewhenthe second
argumentis a fit of tears), (2c) will begenerated.

8 Conclusion

We have dealtwith thedocumenstructuringtask,
consideringhatit shouldbe ableto produceser-
eral outputs so that it can cope, among other
things, with real lexical gapsin the tamget lan-
guage(andalsoactualgapsin a realisticsurface



realizer).We thereforeaim at producingasmuch
documenplansaspossible.

We supposethat the content determination
componenprovidesa logical form encodingthe
factualdatato be linguistically verbalized. Ax-
ioms may apply on this logical form which en-
ablereificationsand de-reifications.As a conse-
gquencesomepredicatesnayberealizedeitheras
averb,anNP or amodifier

The documentstructuringcomponentis based
on sDRT, a formalized discourse framevork
which canaccounfor theexpressienessof texts,
contrarily to RST. A documentplanis a SDRS.
This level of representations likely to be lan-
guageand domainindependentand can be pro-
vided to existing surface realizers. Building
sDRss from alogical form is arecursve process
for which a basicstratgly hasbeenpresenteénd
exemplified.

No implementatiorhasbeenrealizedyet, how-
everweforesedo doit andto interfaceit with the
tactical componentCLEF (Meunier and Reyes,
1999).
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