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Abstract

Memory-basedlearning (MBL) has
enjoyed considerable success in
corpus-basedaturallanguageprocess-
ing (NLP) tasksandis thus a reliable
methodof getting a high-level of per
formancewhen building corpus-based
NLP systems. However there is a
bottleneckin MBL wherebyary novel
testingitem hasto be comparedgainst
all the training itemsin memorybase.
For this reasonthere has beensome
interestin various forms of memory
editing whereby some method of
selectinga subsetof the memorybase
is employed to reducethe number of
comparisons. This paperinvestigates
the use of a modified self-oganising
map (SOM) to selecta subsetof the
memory items for comparison. This
methodinvolves reducingthe number
of comparisongo a value proportional
to the squareroot of the number of
trainingitems. Themethodis testedon
the identificationof basenoun-phrases
in the Wall Street Journal corpus,
usingsectionsl5to 18 for trainingand
section20for testing.

1 Intr oduction

Currently thereis considerabldanterestin ma-
chine learning methodsfor corpus-basedan-
guagelearning. A promisingtechniquehereis
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memory-basedearning (MBL) (Daelemanset
al.,1999a) whereataskis redescribedsaclassi-
ficationproblem. The classifications performed
by matchinganinputitem to the mostsimilar of

asetof trainingitemsandchoosinghe mostfre-

guentclassificationof the closestitem(s). Sim-

ilarity is computedusing an explicit similarity

metric.

MBL performswell by bringingall thetraining
datato bearonthetask. Thisis doneatthecost,in
theworstcase pf comparingnovel itemsto all of
thetrainingitemsto find theclosestmatch.There
is thussomeinterestin developingmemoryedit-
ing techniquego selecta subsetf the itemsfor
comparison.

This paper investigates whether a self-
organisingmap (SOM) can be usedto perform
memory editing without reducing performance.
The systemis testedon basenoun-phras€NP)
chunking using the Wall StreetJournal corpus
(Marcusetal., 1993).

2 The Self-OrganisingMap (SOM)

The SOM wasdevelopedoriginally by Kohonen
(1990)andhasfound a wide rangeof usesfrom

classificatiornto storinga lexicon. It operatesas
follows (seeFigurel). The SOM consistf two

layers,aninput layer andthe map. Eachunit in

the map hasa vector of weightsassociatedvith

it thatis the samesize asthat of the input layet

Whenaninputis presentedo the SOM, the unit
whoseweightvectoris closesto theinputvector
is selectechsawinner

1Also known asinstancebasedearning.
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Figure 1: The Self-OganisingMap. The map
unitsrespondo the inputs. The mapunit whose
weight vectoris closestto the input vector be-
comeghewinner Duringtraining,afterawinner
is chosen the weight vectorsof the winner and
aneighbourhooaf surroundingunitsarenudged
towardsthe currentinput.

During training, the weightvectorsof winning
unit anda setof units within the neighbourhood
of the winner are nudged,by an amountdeter
minedby thelearningrate,towardstheinputvec-
tor. Over time the size of the neighbourhoods
decreased.Sometimeghe learningrate may be
too. At theendof training, the unitsform a map
of theinputspacdhatreflectshow theinputspace
wassampledn thetrainingdata.In particularar
easof input spacein which therewere a lot of
inputswill be mappedn finer detail, usingmore
units than areaswherethe inputs were sparsely
distributed.

3 Why usea SOM for memory editing

The SOM was chosen becausethe input is

matchedto the unit with the closestweight vec-

tor. Thusit is motivatedby the sameprincipleas
usedto find the closestmatchin MBL. It is thus
hopedthatthe SOM canminimisetherisk of fail-

ing to selectthe closestmatch, sincethe subset
will bechoseraccordingo similarity.

However, Daelemangt al (1999b)claim that,
in languagdearning, pruning the training items
is harmful. Whenthey remaoved itemsfrom the
memorybaseon the basisof their typicality (i.e.
the extentto which the itemswererepresentate
of otheritems belongingto the sameclass)or
their classpredictionstrength(i.e. the extentto

which the item formeda predictorfor its class),
the generalisatiorperformanceof the MBL sys-
temdroppedacrossa rangeof languagdearning
tasks.

The memoryediting approachusedby Daele-
manset al removestrainingitemsindependently
of thenovel items,andtheremaindeareusedfor
matchingwith all novel items. If one selectsa
different subsefor eachnovel item basedn sim-
ilarity to the novel item, then maybethe risk of
degradingperformancén memoryeditingwill be
reduced Thiswork aimsto achieve preciselythis.

4 A hybrid SOM/MBL classifier

4.1 Labelled SOM and MBL (LSOMMBL)

A modified SOM wasdevelopedcalledLabelled
SOM. Trainingproceedssfollows:

e Eachtraining item hasan associatedabel.
Initially all themapunitsareunlabelled.

e Whenanitem is presentedthe closestunit
out of thosewith the samelabelastheinput
andthosethatareunlabelleds choserasthe
winner Shouldanunlabelledunit be chosen
it getslabelledwith theinput's label.

e The weightsfor neighbouringunits are up-
datedaswith thestandard/sOMif they share
thesamdabelastheinputor areunlabelled.

e Whentraining ends,all the training inputs
are presentedo the SOM and the winners
for eachtraining input noted. Unusedunits
arediscarded.

Testingproceedssfollows:

e Whenaninputis presente@winningunitis
foundfor each category.

e Theclosesimatchis selectedrom thetrain-
ing items associatedvith eachof the win-
ning unitsfound.

e The most frequent classificationfor that
matchis chosen.

It is thushopedthatthe closestmatchedor each
catgyory arefoundandthatthesewill includethe
closestmatchamongsthem.



Assumingeachunitis equallylikely to becho-
sen,the averagenumberof comparisonsdereis
givenby C(N + I/N) whereC is the numberof
catayories, N is the numberof unitsin the map
and/ is the numberof trainingitems. Choosing
N = /T minimisescomparisongo 2Cv/I. In
the experimentsthe size of the mapwaschosen
to be closeto v/T. This systemis referredto as
LSOMMBL.

4.2 SOM and MBL (SOMMBL)

In the experiments,a comparisonwith using
the standardSOM in a similar mannerwas per
formed. Herethe SOM is trainedas normalon
thetrainingitems.

At theendof trainingeachitemis presentedo
the SOM andthe winning unit notedaswith the
modifiedSOMabore. Unusedunitsarediscarded
asabove.

During testing,a novel itemis presentedo the
SOM andthe top C winnerschosen(i.e. the C
closestmapunits),whereC is the numberof cat-
egories. The items associatedvith thesewin-
nersare then comparedwith the novel item and
the closestmatchfound and then the most fre-
quentclassificationof that matchis taken asbe-
fore. This systemis referredto asSOMMBL.

5 Thetask: BaseNP chunking

Thetaskis baseNP chunkingon section20 of the
Wall StreetJournalcorpus,using sectionsl5 to
18 of the corpusastraining dataasin (Ramsha
andMarcus,1995). For eachword in a sentence,
thePOStagis presentedo the systemwhich out-
putswhethertheword is insideor outsidea base
NP, or ontheboundarybetweer? baseNPs.
Training items consistof the part of speech
(POS)tag for the currentword, varyingamounts
of left andright contet (POStagsonly) andthe
classificatiorfrequenciedor thatcombinationof
tags. The tagswererepresentedby a setof vec-
tors. 2 setsof vectorswereusedfor comparison.
One was an orthogonalset with a vector of all
zeroesfor the “empty” tag, usedwherethe con-
text extendsbeyond the beginning/endof a sen-
tence.Theotherwasa setof 25 dimensionavec-
tors basedon a representatiorf the words en-
codingthe contets in which eachword appears
in the WSJcorpus.Thetag representationaere

obtainedby averagingthe representationfor the
words appearingwith eachtag. Details of the
methodusedto generatehe tag representations,
known aslexical spacecanbefoundin (Zavrel
andVeenstral1996). Reilly (1998)foundit ben-
eficial whentraining a simple recurrentnetwork
onword prediction.

The self-oganisingmapswere trainedas fol-
lows:

e For mapswith 100 or moreunits, the train-
ing lasted250 iterationsandthe neighbour
hoodstartedat a radiusof 4 units, reducing
by 1 unit every 50 iterationsto O (i.e. where
onlythewinner'sweightsaremodified). The
learningratewasconstantat0.1.

e Forthemapswith 6 units,thetraininglasted
90 iterations,with aninitial neighbourhood
of 2, reducingby oneevery thirty iterations.

e For the mapswith 30 units, the training
lasted150 iterations,with an initial neigh-
bourhoodof 2, reducedy oneevery 50 iter-
ations. A singletraining run is reportedfor
eachnetwork sincethe resultsdid not vary
significantlyfor differentruns.

Thesemapsizeswerechoserto be closeto the
squareoot of the numberof itemsin thetraining
set. No attemptwas madeto systematicallyin-
vestigatewhetherthesesizeswould optimisethe
performanceof the system. They were chosen
purely to minimise the numberof comparisons
performed.

6 Results

Tablel givestheresultsof the experiments.The
columnsareasfollows:

e “features”. This columnindicateshow the
featuresaremadeup.
“lex” meansthe featuresare the lexical
spacevectors representingthe POS tags.
“orth” meansthat orthogonal vectors are
used. “tags” indicatesthat the POS tags
themselesareused. MBL usesa weighted
overlap similarity metric while SOMMBL
andLSOMMBL usetheeuclideardistance.



Tablel:

features| windowv | Chunk | Chunktag | Max
fscore | accurag | comparisong% of items)

LSOMMBL | lex 0-0 79.99 | 94.48% | 87(197.7%)
LSOMMBL | lex 1-0 86.13 | 95.77% | 312(30.3%)
LSOMMBL | lex 1-1 89.51 | 96.76% | 2046(20.4%)
LSOMMBL | lex 2-1 88.91 | 96.42% | 2613(6.8%)
LSOMMBL | orth 0-0 79.99 | 94.48% | 87(197.7%)
LSOMMBL | orth 1-0 86.09 | 95.76% | 702(68.1%)
LSOMMBL | orth 1-1 89.39 | 96.75% | 1917(19.1%)
LSOMMBL | orth 2-1 88.71 | 96.52% | 2964(7.7%)
SOMMBL | lex 0-0 79.99 | 94.48% | 51(115.9%)
SOMMBL lex 1-0 86.11 | 95.77% 327(31.7%)
SOMMBL lex 1-1 89.47 | 96.74% 1005(10.0%)
SOMMBL | lex 2-1 88.98 | 96.48% | 1965(5.1%)
SOMMBL | orth 0-0 79.99 | 94.48% | 42(95.5%)
SOMMBL | orth 1-0 86.08 | 95.75% | 306(29.7%)
SOMMBL | orth 1-1 89.38 | 96.77% | 1365(13.6%)
SOMMBL | orth 2-1 88.61 | 96.45% | 2361(6.1%)
MBL tags 0-0 79.99 | 94.48% | 44(100.0%)
MBL tags 1-0 86.14 | 95.78% | 1031(100.0%)
MBL tags 1-1 89.57 | 96.80% | 10042(100.0%)
MBL tags 2-1 89.81 | 96.83% | 38465(100.0%)
MBL lex 0-0 79.99 | 94.70% | 44(100.0%)
MBL lex 1-0 86.14 | 95.95% | 1031(100.0%)
MBL lex 1-1 89.57 | 96.93% | 10042(100.0%)
MBL lex 2-1 89.81 | 96.96% | 38465(100.0%)
MBL orth 0-0 79.99 | 94.70% | 44(100.0%)
MBL orth 1-0 86.12 | 95.94% | 1031(100.0%)
MBL orth 1-1 89.46 | 96.89% | 10042(100.0%)
MBL orth 2-1 89.55 | 96.87% | 38465(100.0%)

“window”. Thisindicatesheamounif con-
text, in the form of “left-right” where“left”
is the numberof wordsin the left context,
and “right” is the numberof wordsin the
right context.

“Chunkfscore”is thefscorefor finding base
NPs. The fscore(F) is computedas F' =
2EL whereP is the percentagef baseNPs
foundthatarecorrectand R is the percent-
ageof baseNPsdefinedin the corpusthat
werefound.

“Chunk tag accurag” givesthe percentage
of correctchunktag classifications.This is

Resultsof baseNP chunkingfor section20 of the WSJcorpus,usingSOMMBL, LSOMMBL
andMBL, trainingwasperformedon sectionsl5to 18. Thefscoresof thebestperformersn eachcase
for LSOMMBL, SOMMBL andMBL have beenhighlightedin bold.

provided to give a more direct comparison
with theresultsin (Daelemangtal., 1999a).
However, for mary NL tasksit is notagood
measurendthefscoreis moreaccurate.

e “Max comparisons”. This is the maximum
numberof comparisongernovel item com-
putedasC(N + X) whereC is thenumber
of cateyories, N is the numberof units and
X is the maximumnumberof itemsassoci-
atedwith aunitin theSOM. Thisnumberde-
pendson how themaphasorganisedtselfin
training. Thenumbergivenin bracletshere
is the percentagehis numberrepresent®f



window | SOM | Training
size | items

0-0 10 44

1-0 30 1131

1-1 100 | 10042

2-1 200 | 38465

Table 2: Network sizesand numberof training
items

the maximumnumberof comparisonsinder

MBL. The averagenumberof comparisons
is likely to be closerto the averagemen-

tionedin Section4.1.

Table 2 givesthe sizesof the SOMs usedfor
each contet size, and the number of training
items.

For smallcontet sizes LSOMMBL andMBL
give the sameperformance As the window size
increasesLSOMMBL falls behind MBL. The
worstdrop in performances just over 1.0%on
the fscores(andjust over 0.5% on chunktag ac-
curag). Thisis smallconsideringhate.g.for the
largestcontet the numberof comparisonsised
wasatmost6.8%of thenumberof trainingitems.

To investigatewhetherthe methodis lessrisky
than the memory editing techniquesused in
(Daelemanst al., 1999b),a re-analysisof their
datain performingthe sametask,albeitwith lex-
ical information, was performedto find out the
exactdropin thechunktagaccurag.

In the best casewith the editing techniques
usedby (Daeleman<t al., 1999b), the drop in
performancewas 0.66%in the chunktag accu-
ragy with 50% usage(i.e. 50% of the training
items were used). Our bestinvolves a drop of
0.23%in chunktagaccurag andonly 20.4%us-
age.Furthermoreheirworstcasenvolvesadrop
of 16.06%in chunktagaccurag againatthe50%
usagelevel, where ours involves only a 0.54%
drop in accurag at the 6.8% usagelevel. This
confirmsthat our methodmay be lessrisky, al-
thougha more direct comparisonis requiredto
demonstratéhisin afully systematienannerFor
exampleoursystendoesnotuselexical informa-
tion in the input wheretheirsdoes,which might
male a differenceto theseresults.

Comparing the SOMMBL results with the
LSOMMBL results for the same contet size

and tagset, the differencesin performanceare
insignificant, typically under 0.1 points on the
fscore and under0.1% on the chunktag accu-
rag. Furthermorehe differencessometimesare
in favour of LSOMMBL andsometimesot. This
suggestshey may be dueto noisedueto differ-
entweightinitialisationsin trainingratherthana
systematidifference.

Thus at the momentit is unclear whether
SOMMBL or LSOMMBL have an adwantage
comparedo eachother It doesappeathowever
that the use of the orthogonalvectorsto repre-
sentthe tagsleadsto slightly worseperformance
thantheuseof thevectorsdervedfrom thelexical
spaceepresentationsf thewords.

7 Discussionand futur e work

The resultssuggestthat the hybrid systempre-
sentedhereis capableof significantly reducing
the numberof comparisonsnadewithoutrisking
aseriousdeterioratiorin performanceCertainly
the reductionin the numberof comparisonsvas
fargreatethanwith thesamplingechniquesised
by Daelemant al while yielding similar levels
of deterioration.

Giventhata systematignvestigationinto what
the optimal training regimes and network sizes
arehasnot beenperformedthe resultsthusseem
promising.

With regardto the network sizes for example,
onereviewer commentedhat choosingthe num-
ber of unitsto be the squareroot of the number
of training items may not be optimal since the
clustersformedin self-oganisingmapstheoret-
ically vary asthe squaredcuberoot of the den-
sity, thusimplying that a larger numberof units
may offer betterperformance.Whatimpactus-
ing this insight would have on the performance
(asopposedo the speed)of the systemhowever
is unclear Anothervariablethathasnotbeensys-
tematicallyinvestigateds the optimal numberof
winningunitsto choosealuringtesting.Increasing
this value shouldallow tuning of the systemto
balancedeteriorationof the performanceagainst
thereductionin comparisongnade.

Another issueregardsthe natureof the com-
parisonsmade. When choosinga winning unit,
theinputis comparedo the centroidof the clus-
tereachunit representsHoweverthisfailsto take



into accountthe distribution of the itemsaround
the centroid. As onereviewer suggestedit may
bethatif insteadhecomparisons madewith the
peripheryof the clustertherewould be areduced
risk of missingthe closestitem. One possibility
for takingthis into accountwould beto compute
the averagedistanceof the itemsfrom the cen-
troid andsubtracthis from theraw distancecom-
putedbetweenthe input and the centroid. This
would take into accounthow spreadbutthe clus-
teris aswell ashow far the centroidis from the
inputitem. This would be a somavhat more ex-
pensve comparisorto make but may be worth-
while to improve the probability that the closest
itemis foundin theclusterghataresearched.

Futurework will thereforeinclude systemati-
cally investigatingtheseissuesto determinethe
optimal parametesettings.Also a moresystem-
atic comparisorwith othersamplingtechniques,
especiallyothermethodsof clustering,is needed
to confirmthatthis methodis lessrisky thanother
techniques.

8 Conclusion

This work suggestshatusingthe SOM for mem-
ory editingin MBL maybeausefultechniqueor
improving thespeedf MBL systemswvhilst min-
imising reductionsn performance Furtherwork
is needechoweverto find the optimaltraining pa-
rameterdor the systemandto confirmthe utility
of thisapproach.
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