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Topicsand Motivation

SEMANTIC ANNOTATION is augmentation of data to facilitate automatic
recognition of the underlying semantic structure. A common practice in this respect is
labeling of documents with thesaurus classes for the sake of document classification
and management. In the medical domain, for instance, there is a long-standing
tradition in terminology maintenance and annotation/classification of documents
using standard coding systems such as ICD, MeSH and the UMLS meta-thesaurus.
Semantic annotation in a broader sense aso addresses document structure (title,
section, paragraph, etc.), linguistic structure (dependency, coordination, thematic role,
co-reference, etc.), and so forth. In NLP, semantic annotation has been used in
connection with machine-learning software trainable on annotated corpora for
parsing, word-sense disambiguation, co-reference resolution, summarization,
information extraction, and other tasks. A still unexplored but important potential of
semantic annotation is that it can provide a common /O format through which to
integrate various component technologies in NLP and Al such as speech recognition,
parsing, generation, inference, and so on.

INTELLIGENT CONTENT is semantically structured data that is used for a wide
range of content-oriented applications such as classification, retrieval, extraction,
trandation, presentation, and question-answering, as the organization of such data
provides machines with accurate semantic input to those technologies. Semantically
annotated resources as described above are typica examples of intelligent content,
whereas another major class includes electronic dictionaries and inter-lingual or
knowledge-representation data. Some ongoing projects aong these lines are GDA
(Globa Document Annotation), UNL (Universal Networking Language) and SHOE
(Smple HTML Ontology Extension), al of which aim at motivating people to
semantically organize electronic documents in machine-understandable formats, and
at developing and spreading content-oriented application technologies aware of such
formats. Along similar lines, MPEG-7 is a framework for semantically annotating
audiovisua data for the sake of content-based retrieval and browsing, among others.
Incorporation of linguistic annotation into MPEG-7 is in the agenda, because
linguistic descriptions aready constitute a main part of existing metadata. In short,
semantic annotation is a central, basic technology for intelligent content, which in
turn is a key notion in systematically coordinating various applications of semantic
annotation. In the hope of fueling some of the developments mentioned above and
thus promoting the linkage between basic researches and practical applications, the
workshop invites researchers and practitioners from such fields as computational
linguistics, document processing, terminology, information science, and multimedia
content, among others, to discuss various aspects of semantic annotation and
intelligent content in an interdisciplinary way.

Paul Buitelaar, Koiti Hasida
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SECTION 1

Semantic Annotation of Word Class and
Dependency Structure






Semantic annotation of a Japanese speech corpus

John Fry
Linguistics Dept. & CSLI
Stanford University
Stanford CA 94305-2150 USA
fry@csli.stanford.edu

Abstract

This paper describes the semantic annotations
we are performing on the CallHome Japanese
corpus of spontaneous, unscripted telephone
conversations (LDC, 1996). Our annotations
include (i) semantic classes for all nouns and
verbs; (ii) verb senses for all main verbs; and
(iii) relations between main verbs and their
complements in the same utterance. Our se-
mantic tagset is taken from NT'T’s Goi-Taikei
semantic lexicon and ontology (Ikehara et al.,
1997). A pilot study demonstrates that the
verb sense tagging can be efficiently performed
by native Japanese speakers using computer-
generated HTML forms, and that good inter-
annotator reliability can be obtained in the right
conditions.

1 Introduction

Semantic annotations have proved valuable for
a variety of NLP tasks, including parsing, word
sense disambiguation, coreference resolution,
summarization, and information retrieval and
extraction. The most challenging domain for
all these tasks is spontaneous spoken language,
which tends to be more terse, less grammati-
cal, less structured, and more ambiguous than
planned or written text. For this reason, the
annotation of spoken language corpora with ac-
curate, high-quality linguistic tags has become
a topic of great interest recently (Dybkjeer et
al., 1998; Ide, 1998; Core et al., 1999).

The target of our semantic annotations is
the CallHome Japanese (CHJ) corpus (LDC,
1996).  The CHJ corpus consists of digi-
tized speech data and text transcriptions of
120 spontaneous, unscripted telephone conver-
sations in Japanese. Each transcript is en-

* Visiting CSLI, Stanford University (1999-2000).

Francis Bond*
Machine Translation Research Group

NTT Communication Science Laboratories
2-4 Hikari-dai, Kyoto 619-0237 JAPAN

bond@cslab.kecl.ntt.co. jp

coded in EUC-format Japanese characters and
covers a contiguous 5 or 10 minute segment
taken from a recorded conversation lasting up
to 30 minutes. To illustrate, a brief frag-
ment (the first three utterances) of a CHJ tran-
script is given in Figure 1 (an English gloss
appears below the fragment). Each utterance
in a transcript is analyzed into individual mor-
phemes, with transcriber comments in brack-
ets. The speaker (A or B) and the start
and end times of each utterance (i.e. speaker
turn) are also provided in the transcripts. The
120 conversations in the CHJ corpus contain
a total of about 340,000 word/morpheme to-
kens, 12,000 unique word /morpheme types, and
39,000 speaker turns.

The CHJ corpus was originally created for re-
search in large vocabulary speech recognition.
However, we hope to make the corpus useful for
other types of NLP research (by ourselves and
others) by supplementing it with a variety of
linguistic annotations. When finished, we plan
to make the annotated CHJ corpus available to
the research community through the LDC.

We are annotating the CHJ corpus with
a variety of syntactic, semantic, and acous-
tic/prosodic tags. In this paper we focus on our
semantic annotations, which include the follow-
ing:

e Semantic classes for all verbs and nouns.
e Verb senses for each main verb.

e Predicate-argument relations between
main verbs and their explicitly mentioned
verb complements, labeled with thematic
roles.

By way of example, Table 1 shows the end
time boundary ¢, (i.e. duration), POS, pronun-
ciation, canonical form (including verb sense



120.20 123.35 A: B8 @RL[[H72L,coll]l B » %<T & HA 2 fFE-o7z &,

123.26 123.70 B: SA,

124.28 128.50 A: r2— o B #AEH JLA ZH 72 »56 oAb [LAd,coll]l BE-T HIF

£9 & Bk iy, R [[H7L,coll]l & R o AR 72 {laugh} .

Translation:

A:ong i3 » %<7 3 HR 2 JE-o7 5,
Uso, atashi shoku -ga  nakute sa nihon -ni  kaetta -ra.
Lie, I employment NOM not-have y’know Japan DAT returned if.
‘No way. Having no employment, y’know, maybe I should return to Japan?’

B: 34,
Un.
‘Uh-huh.’

A: brz2—o B #AH LA _H 72 b6 fal7p BT HIF X5 &
Tonii -no o- tanjoubi kugatsu futsuka da kara nanka katte age- you -to
Tony GEN HON birthday Sept. 2nd is because something buy give VOL COMP
B el # g il D A A
omotta kedo, atashi sa mushoku -no ningen da.
think  but, I y’know jobless GEN person am.

‘Tony’s birthday is Sept. 2 so I want to buy him something, but I'm unemployed.’
Figure 1: Fragment from CHJ transcript 0696
ID Word t.(s) POS Phonetic Canonical Class Arguments
003 H72L 0810 pro atasi A c0008
004 W& 1.060 noun syoku 1 c1939
005 1.180 part ga
006 7<T 1580 v-neg,te nakute () v0003 N1:003,N2:004
007 & 1.840 part sa
008 H=A 2.134 prop nihoN HAR c0385,c0463,p0030
009 (2 2.250 part ni
010 J@-»7> 2.610 v-r5 kaeqta 175 (2) v0014 N1:003,N5:008
011 5 2.940 cond2 ra

Table 1: Sample annotations from the first utterance of 0696

number), semantic class, and argument indexes
for most of the first utterance from Figure 1.
Our current plan is to provide our annota-
tions in the simple tabular text format shown
in Table 1, rather than in one of the of the
numerous annotation frameworks currently in
contention.! If a reliable and widely-accepted
XML encoding framework emerges before we
release our annotations, then we will consider

For example, 53 annotation frameworks are
listed at http://morph.ldc.upenn.edu/annotation/.
For speech corpora, mnotable contributions in-
clude the Corpus Encoding Standard (CES,
http://www.cs.vassar.edu/CES/), MATE (Dybkjer et
al., 1998), and the ‘annotation graph’ approach of Bird
and Liberman (1998).

adopting that scheme. However, our primary
aim is to provide simple, accurate, low-level an-
notations (upon which other, higher-level an-
notations might be based) so that language re-
searchers can use the corpus more flexibly and
with greater confidence.

Some of the annotations which we have al-
ready completed, or nearly completed, but will
not discuss in this paper include the following:

e Phonetic transcriptions, in Roman
characters (kunreisiki transliteration), of
all 120 conversations.

e POS tags using the LDC’s existing inven-
tory of 60 syntactic and morphological tags
for Japanese.



e Raw  acoustic data from  the
ESPS/waves+ speech processing software,
including fy (fundamental frequency)
and power (root-mean-square amplitude)
measurements at 10ms intervals.

e The duration of each word, based on semi-
automatic word segmentation of the speech
data.

The remainder of this paper is organized as
follows. In Section 2 we describe NTT’s Goi-
Taikei semantic dictionary, which is the source
of our semantic tagset. Section 3 describes our
tagging methodology and our pilot study of the
verb sense annotation task. Finally, Section 4
describes our browser-based annotation appli-
cation.

2 Goi-Taikei

As a base for our tags, we are using the Goi-
Taikei (GT) Japanese lexicon (Ikehara et al.,
1997), a 400,000-word lexicon and ontology de-
veloped by NTT for machine translation (MT)
applications.

We decided that GT is an appropriate re-
source for our semantic annotation task for
three reasons. First, semantic information from
GT has already proved valuable in a variety of
NLP applications in Japan, including parsing,
morphological analysis, text-to-speech, proof-
reading, and MT (Ikehara et al., 1994; Shi-
rai et al., 1995; Akiba et al.,, 1995; Oku,
1996; Nakaiwa and Seki, 1999; Baldwin et al.,
1999; Baldwin and Tanaka, 1999; Yokoyama
and Ochiai, 1999). Secondly, the GT lexi-
con and ontology, at 400,000 words, is signifi-
cantly larger than earlier dictionaries, such as
the 260,000-word EDR Dictionary (EDR, 1996)
and the 2,000-word IPAL lexicon (IPA, 1987;
IPA, 1990; IPA, 1996). GT also contains de-
tailed valency information for 16,000 predicate
senses, which makes it more suited to our task
than the Kadokawa thesaurus (Hamanishi and
Omno, 1990). Finally, GT is available in book
and CD-ROM format at a price (around US
$750) that is several times lower than EDR.

GT consists of three main components: (i) an
ontology, (ii) a semantic word dictionary, and
(iii) a semantic structure dictionary which in-
cludes subcategorization frames for verbs and
adjectives.

2.1 Ontology

GT’s ontology classifies concepts to use in ex-
pressing relationships between words. The
meanings of common nouns are given in terms
of a semantic hierarchy of 2,710 nodes. Most of
the top four levels of the semantic hierarchy are
shown in Figure 2, with two examples of deeper
nodes. Each node represents a semantic class.
Edges in the hierarchy represent is-a or has-
a relationships, so that the child of a semantic
class related by an is-a relation is subsumed by
it. For example, nation is-a organization. In
addition to the 2,710 classes (12-level tree struc-
ture) for common nouns, there are 200 classes
(9-level tree structure) for proper nouns and 108
classes (5-level tree structure) for predicates.

2.2 Semantic Word Dictionary

The GT semantic dictionary includes 100,000
common nouns, 200,000 proper nouns, 70,000
technical terms and 30,000 other words: 400,000
words in all.

Figure 3 shows a simplified example of one
record of the Japanese semantic word dictio-
nary. Each record specifies an index form, pro-
nunciation, canonical form, syntactic informa-
tion and a set of semantic classes. The syn-
tactic information includes the part of speech,
inflectional class, detailed parts of speech, con-
junctive conditions and so on. Each word can
have up to five common noun semantic classes
and ten proper noun semantic classes. The
numbering system gives common-noun seman-
tic classes a prefix of ¢, proper-noun classes a
prefix of p, and predicate classes a prefix of v.
In Figure 3, for example, the word HA nihon
“Japan” belongs to the common-noun classes
c0385 nation (C organization) and c0463
territory (C place), and to proper-noun class
p0030 country (C place name). More exam-
ples of semantic classes for the nouns and verbs
from the annotated CHJ fragment in Table 1
are listed in that table under the column labeled
‘Class’.

2.3 Semantic Structure Dictionary

The basic structure of a clause comes from
the relationship between the main verb and
nouns. GT’s structure transfer dictionary, de-
signed for MT applications, provides this basic
clause structure. GT provides 10,000 patterns
in its common structure transfer dictionary and



nation
facility
concrete place<£zzzzzzzzzregion 777777777 territory
natural place
object<<::::::::animate
noun inanimate
Zimental state
abstract thing4-action
abstract

relation

human activity
event < phenomenon
natural phenomenon

[etc.]

Figure 2: GT’s Semantic Hierarchy (top 4 levels)

-IndeX Form HAN
Pronunciation /nihon/
Canonical Form  HA
Part of Speech noun

Semantic Classes
proper noun

common noun nation (c0385), territory (c0463)

country (p0030)

Figure 3: Japanese Lexical Entry for noun HA nihon “Japan”

5,000 patterns in its idiomatic structure trans-
fer dictionary. The common structure transfer
dictionary contains an average of 2.3 patterns
for each verb.

Figure 4 gives an example from the common
structure transfer dictionary. Each predicate is
associated with one or more arguments labeled
N1, N2, .... Each case-slot contains informa-
tion such as grammatical function, case-marker,
case-role, semantic restrictions on the filler and
default order (not all features are shown in the
example). The arguments correspond between
Japanese and English, thus giving the backbone
of the transfer.

2.3.1 Case Roles

Case-elements in the valency dictionary are as-
sociated with particular case roles (also known
as thematic roles, #-roles, or deep cases). The
current set of case roles is given in Table 2, along
with the most commonly associated case mark-
ers? in Japanese, and prepositions or grammat-
ical functions (gf) in English. The annotated

CHJ fragment in Table 1 shows some specific

2 Japanese case markers (also known as ‘particles’) are
postpositions, and are similar to English prepositions in
many ways.

case-role fillers under the column labeled ‘Ar-
guments’. For example, word 008, HA nihon
“Japan”, serves as the goal argument (N5) of the
verb J& - 72 kaetta “returned (home)” in that
utterance.

There seems to be no consensus among lin-
guists on what the best set of case roles is,
or even whether case roles should be replaced
by more abstract primitives or more concrete
participant-roles. In any case, case roles have
in practice proved extremely useful for NLP and
are used in most MT systems (Bond and Shirai,
1997).

3 Tagging methodology

We are annotating the CHJ corpus with (i) se-
mantic classes for all nouns and verbs; (ii) verb
senses for all main verbs; and (iii) predicate-
argument relations between main verbs and
their complements in the same utterance. Our
tagging of verb senses and predicate-argument
relations relies on the browser-based annota-
tion application described in Section 4. The
predicate-argument tags, based on GT’s seman-
tic structure dictionary (Section 2.3), provide a
basic dependency structure for each utterance.



[Pattern-ID -0002-00-
Semantic Class (action)
[pred % toru (verb) ]
N1 case-marker %' ga “NOM” (Agent)
Japanese restriction  agent
N2 case-marker % o “Acc” (Object-1)
restriction  lodging, room, vehicle, ...
[pred reserve (verb)
English N1 [function subject (nominative)}
N2 [function direct-object (accusative)}

Figure 4: Part of the common structure transfer dictionary for one sense of Bt % toru “take”

Label Name Case-marker English Label Name Case-marker English
N1 Agent ga (kara, towa) Subj (gf) | N8 Locative ni, o, de, e, kara in/at/on
N2 Object-1 o (nituite) Obj (gf) | N9 Comitative to with
N3 Object-2  mi (...) I-Obj (gf) | N10 Quotative  to
N4 Source kara, yori from N11 Material kara, yori, de with, from
N5 Goal ni, e, made to (until) | N12 Cause kara, yori, de for
N6 Purpose  ni for N13 Instrument de with
N7 Result ni, to as N14 Means de by

Table 2: Case-roles

Although spontaneous utterances like those in
the CHJ corpus are often fragmentary and un-
grammatical, rendering full syntactic parsing
impractical, the basic relations between pred-
icates and their arguments still hold.

3.1 Tagging semantic classes

We assign GT semantic classes to individual
CHJ nouns and verbs by automatic table lookup
on their GT canonical form. In both GT and
the CHJ lexicon, the canonical forms of words
are generally in Chinese characters (kanji). For
example, the annotated CHJ fragment in Ta-
ble 1 shows some canonical forms under the col-
umn labeled ‘Canonical’. For the verbs in Ta-
ble 1, the canonical (dictionary) form includes
the GT verb sense number.

In the majority of cases, the GT canonical
form of a verb or noun is identical to the canoni-
cal form which appears in the CHJ lexicon. The
small percentage of cases where the canonical
forms differ are corrected by hand. For the ap-
proximately 700 nouns in the CHJ corpus that
are not covered in the GT lexicon (mainly per-

sonal names), we assign the closest available GT
class(es) by hand.

We are marking each noun and verb in the
corpus with all of its GT semantic classes, even
those which might be inappropriate for the word
in its particular utterance context. For exam-
ple, in the annotated CHJ fragment in Table 1,
the noun HZA nihon “Japan” is marked with
all three of its GT classes: c0385 nation (C
organization), c0463 territory (C place),
and p0030 country (C place name). Natu-
rally, it would preferable to exclude those se-
mantic classes which are inappropriate for a
given noun or verb in its particular context of
use in the CHJ corpus. However, this would
require human coders to classify hundreds of
thousands of word tokens based on the per-
ceived context in the conversation. In addition,
it would be hard to obtain high inter-annotator
reliability, given the context-dependent nature
of the task and the amount of overlap in the
semantic classes.



3.2 Tagging verb senses and arguments

We are providing human-tagged verb sense and
verb argument annotations for each main verb
in the corpus. Auxiliary verbs and other forms
of verb morphology are ignored, except in cases
like the passive and causative in which the va-
lence of the main verb is altered. In those cases,
special passive or causative senses are provided.

Our plan is to annotate the GT verb senses
and argument indexes according to the major-
ity judgments of three native-speaker student
assistants. The students will make the annota-
tions by clicking on menu choices in a web ap-
plication that we generate automatically from
the GT dictionary files and CHJ transcript files
(Section 4).

3.3 A pilot study

In preparation for the verb sense tagging
project, we conducted a pilot study in which
we asked five native speakers to select GT verb
senses and identify intrasentential arguments
for all 110 main verbs in one five-minute CHJ
transcript.

Our initial results showed that pairwise inter-
annotator agreement on verb senses was 0.68.
When chance agreement is taken into account
via the kappa statistic, the result, x = 0.63,
shows that annotator agreement was not reli-
able (Carletta, 1996). However, we discovered
that this result was largely attributable to the
annotators’ selection of the category “none (of
the above),” which the five judges picked with
highly variable frequency ({7, 11,22,25,26},s =
8.6). For 51 of the 110 verb tokens (46%),
“none” was selected by one or more judges, and
agreement was low (0.48, k = 0.42). When
the “none” answers were disregarded, pair-
wise agreement on those verbs rose consider-
ably (to 0.67, kK = 0.64). For the remaining
59 verb tokens (54%), “none” was never cho-
sen and pairwise agreement was very reliable
(0.84, k = 0.82). For the second task, identify-
ing the intrasentential arguments to verbs, pair-
wise agreement was also very high: 0.89 among
annotators who chose the same verb sense.

We then examined more closely those cases
in which the low agreement was attributable to
inconsistent use of the category “none”. We
found that most of these cases involved very
common, ‘light’ verbs such as 9 4% suru “do”

and 7t % naru “become”. As it turned out, GT
was lacking some common colloquial senses for
these verbs. For example, the verb ¥ % suru
“do” was often used as in utterance (1).

(1) # 2 AL L7 5
ato  ni-shuu-kan shita ra
after 2-weeks-long did if

‘in about two weeks’

This sense of 3% suru “do” does not appear in
the GT lexicon. In written Japanese suru would
not normally be used in this way; rather, a more
specialized verb such as - tatsu “pass” would
be preferred.

In sum, the results of our pilot study lead us
to conclude that we are likely to obtain reliable
inter-annotator agreement on the verb sense
task, provided the following steps are taken:

e The highly general, spoken-language senses
of certain common ‘light’ verbs need to be
added to GT.

e The conditions under which the coders are
to use the category “none (of the above)”
need to be carefully delineated. In partic-
ular, “none” should only be selected when
there is a particular, standard, well-defined
sense of the verb in question that clearly
should be listed in the lexicon but is not.

We are encouraged in this regard by the re-
sults of Kilgarriff and Rosenzweig (1999) who
were able, using careful experimental methodol-
ogy, to achieve replicable agreement on English
word senses (albeit by lexicographers, not stu-
dents) of 95% in the SENSEVAL project. Our
experience echoes the observation of Kilgarriff
(1998) that annotators should be given the op-
portunity to offer feedback to the lexicogra-
phers, including information such as inadequate
or missing verb senses.

4 The annotation application

We developed a browser-based semantic anno-
tation application specifically for this project.
The application is implemented using HTML
forms within a web browser (Figure 5). We
wrote Perl scripts to generate the annotation
forms automatically, using the CHJ transcripts,
CHJ lexicon, and GT database as input.
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Figure 5: Screen shot of verb sense diambiguation application

The left frame of the application displays
the transcript of a CHJ conversation. NPs in
the transcript are enclosed in square brackets,
and main verbs are underlined and hyperlinked.
Clicking on a main verb in the transcript (left
frame) brings up a verb sense menu for that verb
in the right frame.

For example, in Figure 5, the verb sense menu
for a token of the verb #4% % hazimaru “begin”
(fourth utterance in the left frame) has been
brought up in the right frame. The four GT
senses of hazimaru are listed as menu choices.
Each sense is assigned a unique subcategoriza-
tion frame, including the case roles (N1, N2,
etc.; cf. Table 2). The subcategorized-for se-
mantic categories are also underlined and hy-
perlinked to a diagram of the complete GT on-
tology (cf. Figure 2), so that the coders can see
examples of each category and how that cate-
gory fits into the broader semantic framework.
Finally, an English gloss of each verb sense

(from the GT transfer component) is given at
the end of each subcategorization frame.

Once a coder selects the correct verb sense for
the verb token in question (in the case of Fig-
ure b, it is the first sense listed), the coder then
selects that verb’s NP complements (case-role
fillers), if any, from within the same utterance.
For example, in Figure 5, the coder has selected
the first verb sense for #4 % %4 hazimaru “begin”,
which subcategorizes for the NP arguments N1
(subject) and N3 (start time). Separate menu
forms are displayed for both N1 and N3, with all
NPs in the utterance listed as possible fillers. In
this case the coder selected ¥ gakkou “school”
as the subject and =+—H sanjuuichinichi “the
31st” as the start time. If no NP in the utter-
ance fills a given role, the zero option is selected
(this is the default choice). Finally, the coder
clicks ‘Submit’ and then moves on to the next
verb in the transcript (left frame).
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Abstract

The most effective paradigm for word sense
disambiguation, supervised learning, seems to
be stuck because of the knowledge acquisition
bottleneck. In this paper we take an in-depth
study of the performance of decision lists on
two publicly available corpora and an
additional corpus automatically acquired from
the Web, using the fine-grained highly
polysemous senses in WordNet. Decision lists
are shown a versatile state-of-the-art
technique. The experiments reveal, among
other facts, that SemCor can be an acceptable
(0.7 precision for polysemous words) starting
point for an all-words system. The results on
the DSO corpus show that for some highly
polysemous words 0.7 precision seems to be
the current state-of-the-art limit. On the other
hand, independently constructed hand-tagged
corpora are not mutually useful, and a corpus
automatically acquired from the Web is
shown to fail.

Introduction

Recent trends in word sense disambiguation (Ide
& Veronis, 1998) show that the most effective
paradigm for word sense disambiguation is that of
supervised learning.  Nevertheless, current
literature has not shown that supervised methods
can scale up to disambiguate all words in a text
into reference (possibly fine-grained) word
senses. Possible causes of this failure are:

1. Problem is wrongly defined: tagging with
word senses is hopeless. We will not tackle this
issue here (see discussion in the Senseval e-mail
list —senseval-discuss@sharp.co.uk).

2. Most tagging exercises use idiosyncratic
word senses (e.g. ad-hoc built senses, translations,
thesaurus, homographs, ...) instead of widely
recognized semantic lexical resources (ontologies
like Sensus, Cyc, EDR, WordNet, EuroWordNet,
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IXA NLP group.
649 pk.
Donostia, Basque Country, E-20.080
jibmaird@si.ehu.es

etc., or machine-readable dictionaries like
OALDC, Webster's, LDOCE, etc.) which usually
have fine-grained sense differences. We chose to
work with WordNet (Miller et al. 1990).

3. Unavailability of training data: current hand-
tagged corpora seem not to be enough for state-of-
the-art systems. We test how far can we go with
existing hand-tagged corpora like SemCor (Miller
et al. 1993) and the DSO corpus (Ng and Lee,
1996), which have been tagged with word senses
from WordNet. Besides we test an algorithm that
automatically acquires training examples from the
Web (Mihalcea & Moldovan, 1999).

In this paper we focus on one of the most
successful algorithms to date (Yarowsky 1994), as
attested in the Senseval competition (Kilgarriff &
Palmer, 2000). We will evaluate it on both
SemCor and DSO corpora, and will try to test
how far could we go with such big corpora
Besides, the usefulness of hand tagging using
WordNet senses will be tested, training on one
corpus and testing in the other. This will allow us
to compare hand tagged data with automatically
acquired data.

If new ways out of the acquisition bottleneck
are to be explored, previous questions about
supervised algorithms should be answered: how
much data is needed, how much noise can they
accept, can they be ported from one corpus to
another, can they deal with redly fine sense
digtinctions, performance etc. There are few in-
depth analysis of agorithms, and precision figures
are usudly the only features available. We
designed a series of experiments in order to shed
light on the above questions.

In short, we try to test how far can we go with
current hand-tagged corpora, and explore whether
other means can be devised to complement hand-
tagged corpora. We first present decision lists and
the features used, followed by the method to
derive data from the Web and the design of the
experiments. The experiments are organized in
three sections: experiments on SemCor and DSO,



cross-corpora experiments, and tagging SemCor
using the Web data for training. Finaly some
conclusions are drawn.

1 Decision listsand the features used

Decision lists (DL) as defined in (Yarowsky,
1994) are simple means to solve ambiguity
problems. They have been successfully applied to
accent restoration, word sense disambiguation and
homograph disambiguation (Yarowsky, 1994,
1995; 1996). It was one of the most successful
systems on the Senseva word sense
disambiguation competition (Kilgarriff and
Palmer, 2000).

The training data is processed to extract the
features, which are weighted with alog-likelihood
measure. The list of al features ordered by the
log-likelihood values constitutes the decision list.
We adapted the original formula in order to
accommodate ambiguities higher than two:

Pr(sensg | featurg,)
ZPr(sensej | feature, )

J#l

weight(sensg, feature,) = Log(

Features with 0 or negative values were are not
inserted in the decision list.

When testing, the decision list is checked in
order and the feature with highest weight that is
present in the test sentence sdlects the winning
word sense. An example is shown below.

The probabilities have been estimated using
the maximum likelihood estimate, smoothed using
a simple method: when the denominator in the
formulais O we replace it with 0.1.

We anadyzed severd features already
mentioned in the literature (Yarowsky, 1994; Ng,
1997; Leacock et a. 1998), and new features like
the word sense or semantic field of the words
around the target which are available in SemCor.
Different sets of features have been created to test
the influence of each feature type in the results. a
basic set of features (section 4), several extensions
(section 4.2).

The example below shows three senses of the
noun interest, an example, and some of the
features for the decision lists of interest that
appear in the example shown.

Sense 1: interest, involvement  => curiosity, wonder
Sense 2: interest, interestingness => power, powerfulness, potency
Sense 3: sake, interest => benefit, welfare

.... considering the widespread interest in the election ...

2.99 '#3lem_50w win2 2’
154 #2 big_wf_-1interest in 14 17
1.25 #2big_lem_-1in1418

We see that the feature which gets the highest
weight (2.99) is "lem 50w win" (the lemma win
occurring in a 50-word window). The lemma win
shows up twice near interest in the training corpus
and aways indicates the sense #3. The next best
feature is " big wf -1 interest in" (the bigram
"interest in") which in 14 of his 17 apparitions
indicates sense #2 of interest. Other features
follow. The interested reader can refer to the
papers where the original features are described.

2 Derivingtraining data from the Web

In order to derive automatically training data from
the Web, we implemented the method in
(Mihalcea & Moldovan, 1999). The information
in WordNet (e.g. monosemous synonyms and
glosses) is used to construct queries that are later
fed into a web search engine like Altavista. Four
procedures can be used consecutively, in
decreasing order of precision, but with increasing
amounts of examples retrieved. Mihalcea and
Moldovan evaluated by hand 1080 retrieved
instances of 120 word senses, and attested that
91% were correct. The method was not used to
train aword sense disambiguation system.

In order to train our decision lists, we
automatically retrieved around 100 documents per
word sense. The html documents were converted
into ASCII texts, and segmented into paragraphs
and sentences. We only used the sentence around
the target to train the decision lists. As the gloss
or synonyms were used to retrieve the text, we
had to replace those with the target word.

The example below shows two senses of
church, and two samples for each. For the first
sense, part of the gloss, group of Christians was
used to retrieve the example shown. For the
second sense, the monosemous synonyms church
building was used.

"churchl’ => GLOSS 'a group of Christians’
Why isone >> church << satisfied and the other oppressed ? :

"church2’ => MONOSEMOUS SYNONYM 'church building’
The result was a congregation formed at that place, and a
>> church << erected . :

Severa improvements can be made to the process,
like usng part-of-speech  tagging and
morphological processing to ensure that the
replacement is correctly made, discarding
suspicious documents (e.g. indexes, too long or
too short) etc. Besides (Leacock et al., 1998) and
(Agirre et a., 2000) propose aternative strategies
to construct the queries. We chose to evaluate the
method as it stood first, leaving the improvements
for the future.



3 Design of the experiments

The experiments were targeted at three different
corpora. SemCor (Miller et a., 1993) is a subset
of the Brown corpus with a number of texts
comprising about 200.000 words in which al
content words have been manualy tagged with
senses from WordNet (Miller et al. 1990). It has
been produced by the same team that created
WordNet. As it provides training data for all
words in the texts, it alows for al-word
evaluation, that is, to measure the performance all
the words in a given running text. The DSO
corpus (Ng and Lee, 1996) was differently
designed. 191 polysemous words (nouns and
verbs) and an average of 1000 sentences per word
were selected from the Wall Street Journal and
Brown corpus. In the 192.000 sentences only the
target word was hand-tagged with WordNet
senses. Both corpora are publicly available.
Findly, a Web corpus (cf. section 2) was
automatically acquired, comprising around 100
examples per word sense.

For the experiments, we decided to focus on a
few content words, selected using the following
criteriac 1) the frequency, according to the number
of training examples in SemCor, 2) the ambiguity
level 3) the skew of the most frequent sense in
SemCor, that is, whether one sense dominates.

The two first criteria are interrelated (frequent
words tend to be highly ambiguous), but there are
exceptions. The third criterion seems to be
independent, but high skew is sometimes related
to low ambiguity. We could not find all 8
combinations for al parts of speech and the
following samples were selected (cf. Table 1): 2
adjectives, 2 adverbs, 8 nouns and 7 verbs. These
19 wordsform the test set A.

The DSO corpus does not contain adjectives or
adverbs, and focuses on high frequency words.
Only 5 nouns and 3 verbs from Set A were
present in the DSO corpus, forming Set B of test
words.

In addition, 4 files from SemCor previousy
used in the literature (Agirre & Rigau, 1996) were
selected, and al the content words in the file were
disambiguated (cf. section 4.7).

The measures we use are precision, recall and
coverage, al ranging from 0 to 1. Given N,
number of test instances, A, number of instances
which have been tagged, and C, number of
instances which have been correctly tagged;
precison = C/A, recall = C/N and coverage =A/ N
In fact, we used a modified measure of precision,
equivalent to choosing at random in ties.

The experiments are organized as follows:
e Evauate decision lists on SemCor and DSO
separately, focusing on baseline features, other
features, local vs. topical features, learning curve,
noise, overal in SemCor and overal in DSO
(section 4). All experiments were performed using
10-fold cross-validation.
» Evaluate cross-corpora tagging. Train on DSO
and tag SemCor and vice versa (section 5).
e Evaluate the Web corpus. Train on Web-
acquired texts and tag SemCor (section 6).
Because of length limitations, it is not possible
to show all the data, refer to (Agirre & Martinez,
2000) for more comprehensive results.

4 Resultson SemCor and DSO data

We first defined an initial set of features and
compared the results with the random baseline
(Rand) and the most frequent sense basdine
(MFS). The basic combination of features
comprises word-form bigrams and trigrams, part
of speech bigrams and trigrams, a bag with the
word-forms in a window spanning 4 words |eft
and right, and a bag with the word forms in the
sentence.

The results for SemCor and DSO are shown in
Table 1. We want to point out the following:
e The number of examples per word sense is
very low for SemCor (around 11 for the words in
Set B), while DSO has substantially more training
data (around 66 in set B). Severa word senses
occur neither in SemCor nor in DSO.
e The random basdline attains 0.17 precision
for Set A, and 0.10 precision for Set B.
e The MFS baseline is higher for the DSO
corpus (0.59 for Set B) than for the SemCor
corpus (050 for Set B). This rather high
discrepancy can be due to tagging disagreement,
aswill be commented on section 5.
* Overdl, decison lists sgnificantly
outperform the two baselines in both corpora:
for set B 0.60 vs. 0.50 in SemCor, and 0.70 vs.
0.59 on DSO, and for Set A 0.70 vs. 0.61 on
SemCor. For a few words the decision lists
trained on SemCor are not able to beat MFS
(results in bold), but in DSO decision lists
overcome in al words. The scarce data in
SemCor seems enough to get some basic
results. The larger amount of data in DSO
warrants a better performance, but limited to
0.70 precision.
* Thecoveragein SemCor does not reach 1.0,
because some decisions are rejected when the log



SemCor DSO

Word PoS Senses Rand| # Examples Ex. Per sense MFS DL # Examples Ex. Per senses MFS DL
All A 2 50 211 10550 .99 .99/1.0
Long A 10 .10 193 19.30 .53 .63/.99
Most B 3 .33 238 79.33 74 .78/1.0
Only B 7 14 499 71.29 51 .69/1.0
Account N 10 .10 27 2.70 44 .57/.85
Age N 5 .20 104 20.80 72 .76/1.0 491 98.20 .62 .73/1.0
Church N 3 33 128 42.67 41 .69/1.0 370 123.33 .62 .71/1.0
Duty N 3 33 25 8.33 .32 .61/.92
Head N 30 .03 179 5.97 .78 .88/1.0 866 28.87 40 .79/1.0
Interest N 7 14 140 20.00 A1 .62/.97 1479 211.29 .46 .62/1.0
Member N 5 .20 74 14.80 91 9110 1430 286.00 74 .79/1.0
People N 4 25 282 70.50 .90 .90/1.0
Die \% 11 .09 74 6.73 .97 .97/.99
Fall \Y, 32 .03 52 1.63 13 .34/.71 1408 44.00 .75 .80/1.0
Give \Y, 45 .02 372 8.27 22 .34/.78 1262 28.04 .75 .77/11.0
Include \% 4 .25 144 36.00 72 .70/.99
Know \% 11 .09 514 46.73 .59 .61/1.0 1441 131.0 .36 .46/.98
Seek \Y, 5 .20 46 9.20 .48 .62/.89
Understand  V 5 .20 84 16.80 g7 .77/1.0

Avg. A 582 31 202.00 34.71 a7 .82/1.0

Avg. B 571 20| 36850 64.54 .58 .72/1.0
Set AAvg. N 949 .19 119.88 12.63 .69 .80/.99

Avg. V 20.29 .10 183.71 9.05 .51 .58/.92

Overdl 12.33 .17 178.21 14.45 .61 .70/.97

Avg. N 10.00 .16 125.00 12.50 .63 77/.99 927.20 92.72 .56 .72/1.0
Set BAvg. V 2033 .06 | 31267 10.66 42 .49/.90 137.33 46.72 .61 .67/.99

Overadl 17.25 .10 195.38 11.33 .50 .60/.94 1093.38 63.38 .59 .70/1.0

Table 1: Datafor each word and results for baselines and basic set of features.

likelihood is below 0. On the contrary, the richer
datain DSO enables 1.0 coverage.

Regarding the execution time, Table 3 shows
training and testing times for each word in
SemCor. Training the 19 words in set A takes
around 2 hours and 30 minutes, and is linear to
the number of training examples, around 2.85
seconds per example. Most of the training time is
spent processing the text files and extracting al
the features, which includes complex window
processing. Once the features have been extracted,
training time is negligible, as is the test time
(around 2 seconds for all instances of a word).
Time was measured on CPU total time on a Sun
Sparc 10 (512 MB of memory at 360 MHz).

4.1 Results in SemCor according to the
kind of words: skew of MFS counts

We plotted the precision attained in SemCor for
each word, according to certain features. Figure 1
shows the precision according to the frequency of
each word, measured in number of occurrencesin
SemCor. Figure 2 shows the precision of each
word plotted according to the number of senses.
Finaly, Figure 3 orders the words according to
the degree of dominance of the most frequent
sense. The figures show the precision of decision
lists (DL), but aso plot the difference of

performance according to two baselines, random
(DL-Rand) and MFS (DL-MFS). These last
figures are close to 0 whenever decision lists
attain results similar to those of the baselines. We
observed the following:
e Contrary to expectations, frequency and
ambiguity do not affect precision (Figures 1 and
2). This can be explained by interrelation between
ambiguity and frequency. Low ambiguity words
may seem easier to disambiguate, but they tend to
occur less, and SemCor provides less data. On the
contrary, highly ambiguous words occur more
frequently, and have more training data.
e Skew does affect precision. Words with high
skew obtain better results, but decision lists
outperform MFS mostly on words with low skew.
Overall decision lists perform very well
(related to MFS) even with words with very few
examples (“duty”, 25 or “account”, 27) or highly
ambiguous words.

4.2 Features: basic featuresare enough

Our next step was to test other alternative
features. We analyzed different window sizes (20
words, 50 words, the surrounding sentences), and
used word lemmas, synsets and semantic fields.
We also tried mapping the fine-grained part of
speech distinctions in SemCor to a more general



Word Base +1sent +20w +50w Lemmas  Synsets Semantic  Genera
Features Fields PoS
Avg. Adj. .82/1.0 .79/1.0 .82/1.0 .811.0 .811.0 .82/1.0 .84/1.0 .82/1.0
Avg. Adv. .72/1.0 .68/1.0 .68/1.0 .70/1.0 .69/1.0 .72/1.0 .72/1.0 .69/1.0
Avg. Nouns  .80/.99 .79/1.0 .80/1.0 .79/1.0 .81/1.0 .80/.99 .80/1.0 .80/.99
Avg. Verbs .58/.92 .54/.98 .55/.97 .53/.99 .56/.95 .57/.94 .58/.93 .59/.89
Overall .70/.97 .67/.99 .68/.99 .68/1.0 .69/.98 .70/.98 71.97 .70/.95

set  (nouns, verbs, adj.,

Table 2: Results with different sets of features.

adv.,

others),

combinations of PoS and word form trigrams.
Most of these features are only available in
SemCor: context windows larger than sentence,
synsets/semantic files of the open class words in
the context.

The results are illustrated in Table 2 (winning
combinationsin bold). We clearly see that thereis
no significant loss or gain of accuracy for the
different feature sets. The use of wide windows
sometimes introduces noise and the precision
drops dightly. At this point, we cannot be
conclusive, as SemCor files mix text from
different sources without any marking.

Including lemma or synset information does
not improve the results, but taking into
account the semantic files for the words in
context improves one point overall. If we study
each word, there is little variation, except for
church: the basic precision (0.69) is significantly
improved if we take into account semantic file or
synset information, but specially if lemmas are
contemplated (0.78 precision).

Besides, including all kind of dependent
features does not degrade the performance
significantly, showing that decision lists are
resistant to spuriousfeatures.

4.3 Local vs. Topical: local for best prec.,
combined for best cov.

We dso anadyzed the performance of topica
features versus loca features. We consider as
local bigrams and trigrams (PoS tags and word-
forms), and as topica al the word-forms in the
sentence plus a 4 word-form window around the
target. Theresults are shownin Table 4.

The part of speech of the target influences the
results: in SemCor, we can observe that while the
topical context performed well for nouns, the
accuracy dropped for the categories. These results
are consistent with those obtained by (Gale et al.
1993) and (Leacock et a. 1998), which show that
topical context works better for nouns. However,
the results in the DSO are in clear contradiction
with those from SemCor: local features seem to
perform better for all parts of speech. It is hard to
explain the reasons for this contradiction, but it

Word Senses Examples Ex. Per Testing Training
sense  time time
(secs)  (secy)
SetA Avg. A 582 20200 34.71 200 728.20
Avg.B 571 36850 6454 380 997.65
Avg.N 949 11988 12.63 104 32891
Avg.V 2029 18371 9.05 1.66 510.63

Table 3: Execution time for the words in SemCor.
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Figure 1: Results of DL and baselines according to frequency.
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Figure 2: Results according to ambiguity.
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Figure 3: Results according to skew.

can be related to the amount of datain DSO.

The combination all features attains lower
precision in average than the local features aone,
but this is compensated by a higher coverage, and
overal therecall isvery similar in both corpora



4.4 Learning curve: examples in DSO
enough

We tested the performance of decision lists with
different amounts of training data. We retained
increasing amounts of the examples available for
each word: 10% of al examples in the corpus,
20%, 40%, 60%, 80% and 100%. We performed
10 rounds for each percentage of training data,
choosing different slices of data for training and
testing. Figures 4 and 5 show the number of
training examples and recall obtained for each
percentage of training data in SemCor and DSO
respectively. Recall was chosen in order to
compensate for differences in both precision and
coverage, that is, recall reflects both decreases in
coverage and precision at the same time.

The improvement for nouns in SemCor seem
to stahilize, but the higher amount of examplesin
DSO show that the performance can still grow up
to astandstill. The verbs show a steady increase in
SemCor, confirmed by the DSO data, which
seems to stop at 80% of the data.

45 Noise moredata better for noise

In order to analyze the effect of noise in the
training data, we introduced some random tags in
part of the examples. We created 4 new samples
for training, with varying degrees of noise: 10%
of the examples with random tags, %20, %30 and
40%.

Figures 6 and 7 show the recal data for
SemCor and DSO. The decrease in recdll is steady
for both nouns and verbs in SemCor, but it is
rather brusque in DSO. This could mean that
when more data is available, the system is
more robust to noise: the performance is hardly
affected by %10, 20% and 30% of noise.

4.6 Coarse Senses. resultsreach .83 prec.

It has been argued that the fine-grainedness of the
sense distinctions in SemCor makes the task more
difficult than necessary. WordNet allows to make
sense distinctions at the semantic file level, that is,
the word senses that belong to the same semantic
file can be taken as a single sense (Agirre &
Rigau, 1996). We call the level of fine-grained
origina senses the synset level, and the coarser
senses form the semantic file level.

In case any work finds these coarser senses
useful, we trained the decision lists with them
both in SemCor and DSO. The results are shown
in Table 5 for the words in Set B. At thislevel the
results on both corpora reach 83% of precision.

4.7 Overall Semcor: .68 prec. for all-word

In order to evaluate the expected performance of
decision lists trained on SemCor, we selected four

SemCor DSO
PoS| Loca Topicd Comb. | Locad Topica Comb.
A | 8499 8189 .8210
B | .74/1.0 .64/.96 .72/1.0
N | .78/.96 .81/.87 .80/.99 | .75.97 .71/.98 .72/1.0
VvV | 6184 57/.72 58.92 | .70/.96 .66/.91 .67/.99
Ov.| .72/.93 .68/.84 .70/.97 | .73/.96 .69/.95 .70/1.0

Table 4: Local context Vs Topical context.
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files previously used in the literature (Agirre &
Rigau, 1996) and all the content words in the files
were disambiguated. For each file, the decision
lists were trained with the rest of SemCor.

Table 6 shows the results. Surprisingly,
decision lists attain a very similar performance in
all four files (random and most frequent baselines
also show the same behaviour). As SemCor is a
balanced corpus, it seems reasonable to say that
68% precision can be expected if any running text
is disambiguated using decision lists trained on
SemCor. The fact that the results are similar for
texts from different sources (journalistic, humor,
science) and that similar results can be expected
for words with varying degrees of ambiguity and
frequency (cf. section 4.1), seems to confirm that
the training datain SemCor allowsto expect for a
similar precision across all kinds of words and
texts, except for highly skewed words, where we
can expect better performance than average.

4.8 Overall DSO: state-of-the-art results

In order to compare decision lists with other state
of the art algorithms we tagged al 191 words in
the DSO corpus. The results in (Ng, 1997) only
tag two subsets of all the data, but (Escudero et a.
20004) implement both Ng's example-based (EB)
approach and a Naive-Bayes (NB) system and test
it on all 191 words. The same test set is also used
in (Escudero et a. 2000b) which presents a
boosting approach to word sense disambiguation.
The features they use are similar to ours, but not
exactly. The precision obtained, summarized on
Table 7 show that decision lists provide state-of-
the-art performance. Decision list attained 0.99
coverage.

5 Crosstagging: hand taggers need to be
coordinated

We wanted to check what would be the
performance of the decision lists training on one
corpus and tagging the other. The DSO and
SemCor corporado not use exactly the same word
sense system, as the former uses WordNet version
1.5 and the later WordNet version 1.6. We were
ableto easily map the senses form one to the other
for al the words in Set B. We did not try to map
the word senses that did not occur in any one of
the corpora.

A previous study (Ng et al. 1999) has used the
fact that some sentences of the DSO corpus are
aso included in SemCor in order to study the
agreement between the tags in both corpora. They
showed that the hand-taggers of the DSO and

SemCor DSO
POS #Syns #SFs Synset SF Synset SF
N 50 29 77199 .78/.00 .72/1.0 .76/1.0
\ 88 19 5190 .87/.96 .67/.99 .91/1.0
Ov. 138 48 .62/.94 .83/.98 .70/1.0 .83/1.0

Table5: Results disambiguating
fine (synset) vs. coarse (SF) senses.

File  POS # Senses # Examples Rand MFS DL

br-a01 6.60 792 26 .63 .68/.95
br-b20 6.86 756 24 64 .66/.95
br-jo9 6.04 723 24 64 .69/.95
br-ro5 7.26 839 24 63  .68/.92
A 5.49 122.00 28 .71 .71.92

B 3.76 48.50 34 .72 .801.97

average N 4.87 366.75 28 .66 .69/.94
vV 10.73 240.25 16 54  .61.95

Ov. 6.71 777.50 25 .63 .68/.94

Table 6: Overal resultsin SemCor.

PoS MES EB NB Boosting Decision Lists

N .59/1.0 .69 .68 71 .72/.99
V .53/1.0 .65 .65 .67 .68/.98
Ov .56/1.0 .67 .67 .70 .70/.99

Table 7: Overal resultsin DSO.

SemCor teams only agree 57% of thetime. Thisis
a rather low figure, which explains why the
results for one corpus or the other differ, e.g. the
differences on the MFS results (see Table 1).

Considering this low agreement, we were not
expecting good results on this cross-tagging
experiment. The results shown in Table 8
confirmed our expectations, as the precision is
greatly reduced (approximately one third in both
corpora, but more than a half in the case of verbs).
Teams of hand-taggers need to be coordinated
in order to produce results that are
inter changeable.

6 Resultson Web data: disappointing

We used the Web data to train the decision lists
(with the basic feature set) and tag the SemCor
examples. Only nouns and verbs were processed,
as the method would not work with adjectives and
adverbs. Table 9 shows the number of examples
retrieved for the target words, the random baseline
and the precision attained. Only a few words get
better than random results (in bold), and for
account the error rate reaches 100%.

These extremely low results clearly contradict
the optimism in (Mihalcea & Moldovan, 1999),
where a sample of the retrieved examples was
found to be 90% correct. One possible
explanation of this apparent disagreement could
be that the acquired examples, being correct on
themselves, provide systematicaly misleading
features. Besides, all word senses are trained with



Word PoS | #Training  Cross Cross Origina | #Training  Cross Cross Original

Examples MFS  Prec./Cov. | Prec/Cov | Examples MFS Prec./Cov. | Prec/Cov

(in SemCor) (inDSO) (in DSO) (in DSO) (inDSO) (SemCor) (SemCor) | (SemCor)

Age N 104 .62 .671.97 .76/1.0 491 72 .63/1.0 .73/1.0
Church N 128 .62 .68/.99 .69/1.0 370 A7 .78/1.0 .71/1.0
Head N 179 40 40/.97 .88/1.0 866 .03 .77/1.0 .79/1.0
Interest N 140 .18 .37/.90 .62/.97 1479 10 .35/.99 .62/1.0
Member N 74 74 .741.97 .91/1.0 1430 91 .84/1.0 .79/1.0
Fall \Y, 52 .01 .06/.54 .34/.71 1408 .04 .32/.96 .80/1.0
Give \% 372 .01 .16/.72 .34/.78 1262 .09 .15/1.0 .7711.0
Know V 514 27 .32/1.0 .61/1.0 1441 A4 44/.98 .46/.98
N 125.00 48 .55/.95 .77/.99 927.20 .35 .66/1.0 .72/1.0
\Y 312.67 .10 .21/.76 .51/.90 137.33 A1 .32/.99 .67/.99
Overall 195.38 .30 .41/.86 .62/.94 1093.38 21 .46/.99 .70/1.0

Table 8: Crosstagging the corpora.

equal number of examples, whichever their
frequency in Semcor (e.g. word senses not
appearing in SemCor also get 100 examples for
training), and this could also misead the
algorithm.Further work is needed to analyze the
source of the errors, and devise ways to overcome
these worrying results.

7 Conclusions and further work

This paper tries to tackle several questions
regarding decision lists and supervised algorithms
in general, in the context of a word senses based
on a widely used lexical resource like WordNet.
The conclusions can be summarized according to
the issuesinvolved as follows:

» Decigsion lists: this paper shows that decision
lists provide state-of-the-art results with simple
and very fast means. It is easy to include features,
and they are robust enough when faced with
spurious features. They are able to learn with low
amounts of data.

» Features. the basic set of features is enough.
Larger contexts than the sentence do not provide
much information, and introduce noise. Including
lemmas, synsets or semantic files does not
significantly alter the results. Using a simplified
set of PoS tags (only 5 tags) does not degrade
performance. Local features, i.e. collocations, are
the strongest kind of features, but topical features
enable to extend the coverage.

» Kinds of words: the highest results can be
expected for words with a dominating word sense.
Nouns attain better performance with loca
features when enough data is provided. Individua
words exhibit distinct behavior regarding to the
feature sets.

e SemCor has been cited as having scarce data
to train supervised learning algorithms (Miller et
al., 1994). Church, for instance, occurs 128 times,
but duty only 25 times and account 27. We found

Word PoS # Examples Rand. DL on SemCor
Account N 1175 .10 .00/.85
Age N 630 .20 .29/.97
Church N 386 .33 .46/.98
Duty N 449 .33 .35/1.0
Head N 3636 .03 .04/.44
Interest N 1043 14 .25/.88
Member N 696 .20 .16/.86
People N 501 .25 .16/.95
Die \% 1615 .09 .04/.93
Include \ 577 .25 .11/.99
Know \% 1423 .09 .07/.64
Seek \Y 714 .20 .49/.98
Understand V 780 .20 .12/.92

Table 9:; Results on Web data.

out that SemCor nevertheless provides enough
data to perform some basic generd
disambiguation, at 0.68 precision on any general
running text. The performance on different words
is surprisingly similar, as ambiguity and number
of examples are balanced in this corpus. The
learning curve indicates that the data available for
nouns could be close to being sufficient, but verbs
have little avail able datain SemCor.

» DSO provides large amounts of data for
specific words, alowing for improved precision.
It is nevertheless stuck at 0.70 precision, too low
to be useful at practical tasks. The learning curve
suggests that an upper bound has been reached for
systems trained on WordNet word senses and
hand-tagged data. This figures contrast with
higher figures (around 90%) attained by
Y arowsky on the Senseval competition (Kilgarriff
& Palmer, 2000). The difference could be due to
the specia nature of the word senses defined for
the Senseval competition.

 Crosscorpora tagging: the results are
disappointing. Teams involved in hand-tagging
need to coordinate with each other, at the risk of
generating incompatible data.

* Amount of data and noise: SemCor is more
affected by noise than DSO. It could mean that



higher amounts of data provide more robustness
from noise.

 Coarser word senses. If decision lists are
trained on coarser word senses inferred from
WordNet itself, 80% precision can be attained for
both SemCor and DSO.

» Automatic data acquisition from the Web:
the preliminary results shown in this paper show
that the acquired datais nearly useless.

The goa of the work reported here was to
provide the foundations to open-up the acquisition
bottleneck. In order to pursue this ambitious goal
we explored key questions regarding the
properties of a supervised agorithm, the upper
bounds of manual tagging, and new ways to
acquire more tagging material .

According to our results hand-tagged material
is not enough to warrant useful word sense
disambiguation on fine-grained reference word
senses. On the other hand, contrary to current
expectations, automatically acquisition of training
material from the Web fails to provide enough
support.

In the immediate future we plan to study the
reasons for this failure and to devise ways to
improve the quality of the automatically acquired
material.
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Abstract

Natural language processing (NLP) programs are
confronted with various difficulties in processing
HTML and XML documents, and have the po-
tential to produce better results if linguistic in-
formation is annotated in source texts. We have
therefore developed the Linguistic Annotation Lan-
guage (or LAL), which is an XML-compliant tag
set for assisting natural language processing pro-
grams. It consists of linguistic information tags
such as tags specifying word/phrasal boundaries,
and task-dependent instruction tags such as tags
defining the scope of translation for machine trans-
lation programs. We have also developed an LAL-
annotation editor to facilitate users to annotate
documents without seeing tags.

1 Introduction

The rapid expansion of the Internet has accel-
erated the proliferation of documents written in
HTML and XML. Programs for performing natu-
ral language processing (or NLP) tasks such as key-
word extraction, automatic text summarization, and
machine translation have to be able to deal with
such Internet documents. However, there are vari-
ous obstacles that make it difficult for them to pro-
duce good results. It is true that NLP technologies
are not perfect, but some of the difficulties result
from problems in HTML. Further, in general, if
linguistic information is added in a source text, it
greatly helps NLP programs to produce a better re-
sult. Consider the following situations. When you
use a search engine, you are often returned a list
of thousands of documents matching your query.
Most of the current search engines just use superfi-
cial information such as keywords. If search engines
used richer linguistic information such as syntactic
structures, they would be able to provide a more
appropriate ranking of retrieved documents.

When you generate a summary of an HTML

** IBM T. J. Watson Research Center
Route 134, Yorktown Heights,
NY 10598, USA

mcmccord@us.ibm.com, arendse@us.ibm.com

HTML Source

I used the h3 tag to emphasize (h3)this part(/h3).

Rendering Image

I used the h3 tag to emphasize
this part

Figure 1: An example of wrong usage of HTML tag

page by using an automatic summary generation
program, a copyright notice is sometimes included
in the summary text. Most of the current auto-
matic summary programs simply select important
sentences on the basis of surface clues such as key-
words and sentence location in a document. As
a result, they sometimes select a copyright notice
located at the end of a document, since sentences
located at the ends of documents tend to be im-
portant. This problem can be avoided if the main
part of document is explicitly declared.

Further, when you use a Web page translation
program, you sometimes see wrong translations.
Most of them are generated by the incompleteness
of MT technology, but some are generated by prob-
lems involving HTML and XML tag usage. For in-
stance, writers often misuse tags to obtain certain
stylistic effects. For instance, some writers use a
heading tag to obtain large font and bold style, as
shown in Fig. 1. Most machine translation (MT)
engines change the translation logic when a sen-
tence is a title, so this wrong use of heading tags
sometimes causes a wrong translation result. How-
ever, the likelihood of this will decrease if a style
sheet mechanism is widely accepted by Web au-
thors in the future.

Another example of HTML/XML problems is
the recognition of a sentence. There are many cases
in which a sentence is terminated not by a period,
but merely by a (br) tag, for instance, in an HTML
table environment. As shown in Fig. 2, a writer



(table)
(tr)
(td)

(a href="...” ) Internet Shops(/a)(br)
(a href="...")Cool Sites(/a)(br)

(a href="...”)What’s New!(/a)
(/td)

(/tr)

(/table)

Figure 2: An example of using (br) tags in a table

sometimes intends each line in a cell of a table to
express a sentence, even if there is no punctuation
at the end of the line. The MT program cannot tell
whether each line is a sentence or whether these
three lines form one sentence.

In general, it is very helpful for machine trans-
lation programs to know boundaries in many levels
(such as sentence, phrases, and words) and to know
word-to-word dependency relations. For instance,
in the following example, ”St.” has two possible
meanings: ”street” and ”saint.” Therefore, we can-
not determine whether the following example con-
sists of one or two sentences without parsing it.

I went to New Ark St. Paul lived there
in two years ago.

As another example, the following sentence is
ambiguous so that there are two interpretations;
one interpretation is that what he likes is people
and the other interpretation is that what he likes
is accommodating. If there are tags indicating the
direct-object modifier of the word ”like,” then the
correct interpretation is possible.

He likes accommodating people.

As the above examples show, NLP applications
do not achieve their full potential, on account of
problems unrelated to the essential NLP processes.
If tags expressing linguistic information are inserted
into source documents, they help NLP programs
recognize document and linguistic structures prop-
erly, allowing the programs to produce much better
results. At the same time, it is true that NLP tech-
nologies are incomplete, but their deficiencies can
sometimes be circumvented through the use of such
tags. Therefore, this paper proposes a set of tags
for helping NLP programs, called Linguistic Anno-
tation Language (or LAL).

2 Linguistic Annotation Language
2.1 Design Principle
Linguistic Annotation Language (or LAL) is an

XML-compliant tag set. It was designed with the
following considerations:

e Simplicity: Although we consider that LAL
tags should be as simple as possible so that
humans will want to try annotating docu-
ments manually, we must offer an assisting
tool for annotation in practice. The simplic-
ity is also important to make an easy-to-use
annotation tool, since if we use a feature-rich
tag set, a user must check many annotation
items. Therefore, the main part of LAL con-
sists of syntactic annotation tags for specify-
ing boundaries at many levels, and limited se-
mantic annotation tags for specifying limited
semantic information. In practice, bound-
ary specification with limited linguistic infor-
mation can cover most NLP problems, so it
is sufficiently effective for NLP programs in
terms of increasing accuracy.

o Assistance with NLP Tasks: The main pur-
pose of LAL is to help NLP programs to per-
form their tasks much better. Therefore, in
addition to tags for linguistic information, it
should contain task-dependent instruction tags
such as a tag indicating translation scope.

LAL tags are usually expressed by using XML
namespaces. Their XML namespace prefix is lal.
Since linguistic information annotation inherently
has different annotation directions, linguistic an-
notation tags may overlap with other HTML and
XML tags. In this case, LAL tags are expressed in
the form of the processing instructions.

2.2 LAL Tags

LAL tags are classified into linguistic informa-
tion tags and task-dependent instruction tags. Lin-
guistic information tags are further classified into
syntactic and semantic tags. Each type of LAL tag
is described below.

2.2.1 Syntactic Information Tags

This category has tags for sentences, words, and
phrases. These tags are mainly used to specify a
scope for each unit.

Sentence: The sentence tag s is used to specify
a sentence scope.

(lal:s) This is the first sentence.(/lal:s)
(lal:s) This is the second sentence.(/lal:s)



The attribute type="hdr” means that the sen-
tence is a title or header.

Word: The word tag w is used to specify a word
scope. It can have attributes for additional in-
formation such as base-form (lex), part-of-speech
(pos), features (ftrs), and sense (sense) of a word.
The values of these attributes are language depen-
dent, and are not described in this paper due to
the space limitation.

(lal:s)
(lal:w lex="this” pos—” det”) This{/lal:w)

(lal:w lex="be” pos="verb” ftr="sg,3rd” )is
(/lal:w)

(lal:w lex="a” pos—” det”)a(/lal:w)

(lal:w lex="pen” pos="noun” ftr="sg,count”)
pen(/lal:w)

(/lal:s)

The dependency (or word-to-word modification
relationship) can be expressed by using the id and
mod attributes of a word tag, that is, each word
can have an ID value of its modifiee in a mod at-
tribute. The ID value of a mod attribute must be
an ID value of a word or a seg tag. For instance,
the following example contains attributes showing
that the word ”with” modifies the word ”saw,” and
which means that ”she” has a telescope.

She (lal:w id="w1" lex="see” pos="v"
sense="seel”)saw(/lal:w) a man (lal:w
mod="w1”)with(/lal:w}) a telescope.

The ref attribute has the ID value of the referent
of the current word. This can be used to specify a
pronoun referent, for instance:

(lal:s)He bought a new (lal:w id="w1” )car
(/lal:w) yesterday.{/lal:s)

(lal:s)She was very surprised to learn
that (lal:w ref="w1”)it(/lal:w) was very
expensive.(/lal:s)

Phrase: The phrase tag seg is used to specify
a phrase scope in any level. The following exam-
ple specifies the scope of a noun phrase ”a man ...
a telescope,” and this also implies that a preposi-
tional phrase ”"with a telescope” modifies a noun
phrase ”a man.”

She saw (lal:seg)a man with a telescope(/lal:seg).

In addition to boundary specification, you can
specify syntactic category for a phrase by using an
optional attribute cat. The value of the cat at-
tribute is also dependent on languages and systems.
The following example specifies that a phrase ”a
man with a telescope” is a noun phrase.

He saw (lal:seg cat="np”)a man with a
telescope(/lal:seg).

The attribute para="yes” means that this seg-
ment also means a scope of coordination. The fol-
lowing example shows that a word ”software” and
a word "hardware” are coordinated.

This company deals with (lal:seg cat="np”
para="yes” )software and hardware(/lal:seg)
of computer.

2.2.2 Semtantic Information Tags

LAL has the following limited semantic tags which
are selected since these expressions are often used.

The proper tag is used to specify a proper name,
and it has the type attribute specifying a sub-class
of a proper name, such as person, place, organiza-
tion, or country.

(lal:proper type="country” ) Luxembourg
(/lal:proper)

This information is effective for translation, for
instance, to select an appropriate translation word
of a verb which may be changed if a subject of the
verb has a human property, etc.

You can also use acronym and abbr elements
defined in HTML to specify an acronym and an
abbreviation terms. They are a little bit extended
to have the expan attribute to specify an expanded

form of abbreviation or acronym like the abbr tag
of TEI!

(lal:acronym expan="1International Busi-
ness Machines” )IBM(/lal:acronym)

The date tag is used to specify a date expres-
sion, whereas, the time tag is used to specify a time
expression. The value attribute is used to specify a
normalized form of a date or time defined by ISO
8601 [5].

(lal:date value="2000-01-01")Jan. 1, 2000
(/lal:date)
(lal:time value="15:00")3:00 PM(/lal:time)

The num tag is used to specify a number expres-
sion (e.g., two million and twenty-one). The type
and wvalue attributes are used to specify a normal-
ized form of the number expression. Further, the
money tag is used to specify money expression, in
particular, to add monetary unit information.

1Some of T.AL tags have the same name as those defined
in previous efforts such as TEI, since we do not like to in-
troduce new tag names, rather, would like to reuse existing
names if the meaning is the same.



(lal:num type="cardinal” value="21")twenty
one(/lal:num)

(lal:money unit="usd”) (lal:num value="1000")

one thousand (/lal:num) dollars (/lal:money)

2.2.3 Task-Dependent Instruction Tags

Machine Translation: For machine translation
of HTML or XML documents, we need unique al-
gorithms to detect which segments are to be trans-
lated and which are not. In particular, XML can in-
troduce new tags, whose semantics we generally do
not know. Therefore, we need an instructional tag
to inform a machine translation program whether
or not a text segment is to be translated.

If an MT program encounters (lal:tranStop/), it
passes over the subsequent text until it encounters
(lal:tranStart/).

Text Summarization: Automatic text summa-
rization programs have problem in handling HTML
texts with the result that unimportant sentences
are included in the summary texts. This prob-
lem occurs because the program extracts impor-
tant sentences whose importance it calculates on
the basis of the number of important keywords, the
location in a text, and so on [16]. Thus, a sum-
mary program may select unimportant sentences if
it does not know the main text area in a document.
A typical HTML text has related information ar-
eas such as a list of related links, the name of the
reporter, and a copyright notice, in the beginning
and ending area, and these areas can cause a wrong
summary to be generated. Therefore, we need a tag
that specifies which segments should be processed
in order to generate a summary of a document.

If a summary program encounters (lal:smrycalcStop/),

it stops summary calculation until it encounters
(lal:smrycalcStart/). Therefore, additional infor-
mation parts such as a copyright notice, and a
writer’s signature, should not be included in this
summary calculation scope.

3 LAL-aware NLP Programs

We have modified some NLP systems to be LAL-
aware?.

ESG [7, 8] is an English parsing system devel-
oped by IBM Watson Research Center, and up-
dated to accept and generate LAL-annotated En-
glish. This LAL-aware version of ESG is used as a
backend process to show users an interpretation of
a system of a given English sentence in the LAL-
annotation editor described in the next section.

2They support only syntactic information tags currently,
and will support other tags later.

KNP [6] is a Japanese dependency parsing sys-
tem developed by Kyoto University. We have devel-
oped a post-process routine to convert KNP pars-
ing result into LAL format. This is also used as a
backend process to show the initial interpretation
of a given Japanese sentence in the LAL-annotation
editor.

Further, we have modified IBM’s English to Ger-
man, French, Spanish, and Italian translation en-
gines [8, 9, 10] and English to Japanese translation
engine [13, 14, 17] to accept LAL-annotated En-
glish HTML input.

In addition, we have developed an algorithm for
accelerating CFG-parsing process by using LAL tag
information? [19], and this algorithm is implemented
in the English-to-Japanese translation engine men-
tioned above.

4 LAL-Annotation Editor

Since inserting tags into documents manually is
not generally an easy task for end users, it is im-
portant to provide a GUI-based annotation editor.
In developing such an editor, we took into consid-
eration the following points:

o Users should not have to see any tags.

e Users should not have to see internal repre-
sentations expressing linguistic information.

e Users should be able to view and modify lin-
guistic information such as feature values, but
only if they want.

With respect to the above points, we have found
that most of the errors made by NLP programs
result from their failure to recognize the linguistic
structures of sentences. Therefore, the LAL editor
shows only a structural view of a given sentence;
other information is shown only if the user requests
it.

The important issue here is how to represent the
syntactic structure of a sentence to the user. NLP
programs normally deal with a linguistic structure
by means of a syntactic tree, but such a structure
is not necessarily easy for end users to understand.
For instance, Fig. 3 shows the dependency struc-
ture of the English sentence "IBM announced a
new computer system for children with voice func-
tion.” This dependency structure is not easy to un-
derstand for end users, partly because it is diffi-
cult to remind the original sentence quickly due to

3This does not depend on LAL, rather it is a general
algorithm applicable for CFG-parsing when any dependency
information is given.



not keeping the surface word order in a given sen-
tence in this structure?. Therefore, the necessary
property of a linguistic structural view is for users
to easily reconstruct the original surface sentence
string.

announced

~

IBM computer

ST

a new for with

children function

voice

Figure 3: An example of tree structure of an En-
glish sentence

Considering this requirement, we have developed
an algorithm to show linguistic dependency struc-
ture with keeping the surface word order which
shows dependencies by indentations. Fig. 5 shows
examples of linguistic structural view by this al-
gorithm. In these examples, you can easily recon-
struct the surface sentence string by just looking at
words from top to bottom and from left to right,
and easily know dependencies of words at the same
time.

The next important issue is that how easily a
user can understand the overall linguistic struc-
ture. If a user is, at first, presented with detailed
linguistic structure in the word level, then it is dif-
ficult to grasp the important linguistic skeleton of
a sentence. Therefore, another necessary property
is to give users a view in which the overall sentence
structure is easily recognized.

To suffice this requirement, we have introduced
two presentation modes: the reduced presentation
view and the expanded presentation view. In the
reduced presentation view, a main verb and its
modifiers are basic units for presenting dependen-
cies, and they are located in different lines with
keeping the surface order. Fig. 5 (a) shows an
example of this reduced presentation view. In this

view, since the obvious dependencies for native speak-

ers (e.g. ”"a” and ”computer” ) are not displayed

explicitly, a user can concentrate on dependencies
between key units (or phrases). If a user find any

4You must perform an inorder tree walk to reconstruct a
surface sentence string.

dependency errors in the reduced view, he or she
can enter the expanded view mode in which all
words are basic units for presenting dependencies.
Fig. 5 (b) and (c) shows examples of this expanded
view.

1 Locate the root at an appropriate position;

2 Add the root to node-list;

3 while node-list # ¢ {

4 curunit <+ remove-first-element(node-list);

5 curline < the row of curunit;

6 Add pre-modifiers of curunit to mod-list and

sort it by the distance with curunit in the as-

cending order;

while mod-list # ¢ {

mod < remove-first-element(mod-list);

9 If the forward modification is major in the
current language, mod is the nearest pre-
modifier, and there is no words between
mod and curunit, then {

o

10 Locate mod just before curunit;

11 } else {

12 Insert a new row just before the row of
the curline, and make it curline;

13 Locate mod in curline at the column

after that in which the last character
of curunit is located.

14 1

15 }

16 curline < the row of curunit;

17 Add post-modifiers of curunit to mod-list and

sort it by the distance with curunit in the as-
cending order;

18 while mod-list # ¢ {

19 mod < remove-first-element(mod-list);

20 If the backward modification is major in
the current language, mod is the nearest
post-modifier, and there is no words be-
tween mod and curunit, then {

21 Locate mod just after curunit;

22 } else {

23 Insert a new row just after the row of
the curline, and make it curline;

24 Locate mod in curline at the column

after that in which the last character
of curunit is located.
25 }
26 }
27 }
28 The root unit and its direct modifiers are adjusted
to be located in the same column.

Figure 4: Algorithm for presenting linguistic struc-
ture

The algorithm for presenting linguistic structures
we have developed is shown in Fig. 4. In this algo-
rithm, please note that main verbs and its modifier
clauses are used as presentation units (modifiees
and modifiers) in the reduced view, and words are
used as presentation units in the expanded view.

We have developed a GUI-based LAL-annotation
editor that provides a structural views by using
the above algorithm. Fig. 5 shows screen im-



ages of the editor. In the reduced view (as shown
in (a)), an end user can easily grasp the overall
structure so that ”IBM” modify ”announced,” the
phrase ”a new computer” modifies (or is an direct
object of) ”announced,” and the phrase ”with voice
recognition function” modifies ”announced,” etc.
In this case, since the dependencies between ”for”
and ”announced,” and ”with” and ”announced”
are wrong, a user changes the mode to the ex-
panded view (as shown in (b)). In this view, a user
can change dependencies by dragging a modifier to
the correct modifiee using a mouse. The corrected
dependency structure is shown in (c).

Fig. 6 shows the output of LAL editor for the
above English sentence.

This algorithm is language-independent except
for determining if forward modification or back-
ward modification is major. Fig. 7 shows a screen
image of the LAL editor for a Japanese sentence
which is a translation of the above English sen-
tence.

5 Discussion

There have been several efforts to define tags
for describing language resources, such as the Text
Encoding Initiative [15], OpenTag [11], Corpus En-
coding Standard [1], the Expert Advisory Group on
Language Engineering Standards [2], Global Doc-
ument Annotation (or GDA) [3]. The main fo-
cus of these efforts other than GDA has been to
share linguistic resources by expressing them in a
standard tag set, and therefore they define very
detailed levels of tags for expressing linguistic de-
tails. GDA has almost the same purposes but it
has also defined very complex tag set. This com-
plexity discourages people from using these tag sets
when writing documents, and it becomes difficult
to make an assisting tool for annotating the tags.
However, LAL is not opposed to these previous ef-
forts, but rather proposes a certain level of subset of
the tags that can be used widely. In addition to this
objective, as mentioned earlier, LAL’s main objec-
tive is to help make NLP programs very accurate.
Therefore, LAL includes task-specific annotations.

There has been some discussions about the mer-
its of linguistic annotation tags for ordinary peo-
ple. For instance, Hashida [4] stated that wide us-
age of such tags would greatly improve the results
of NLP programs for applications such as machine
translation, information retrieval, information ex-
traction, summarization, question-answering sys-
tem, example-based reasoning, and data mining,
and that this would encourage ordinary people to

use linguistic annotation tags. Some NLP researchers

expect that since many users create HTML pages
even without HTML editing tools, such users may
therefore use linguistic annotation tags as well. How-
ever, it has also been observed that ordinary people
write HTML pages because there is a direct advan-
tage to them in being able to create attractive pages
and an indirect advantage that the more attractive
their pages, the more hits” they will get. In con-
trast, linguistic annotation tags offer ordinary peo-
ple only indirect advantages. Therefore, to popu-
larize these tags, it is important to minimize the
workload of adding linguistic annotation tags; that
is to say, we must provide easy-to-use annotation
tools. The key points in making such tools easy to
use are, as mentioned earlier, minimum interaction
and effective presentation. To satisfy these require-
ments, it is important to define a comprehensive,
simple set of annotation tags.

6 Conclusion

In this paper, we have proposed an XML-compliant
tag set called Linguistic Annotation Language or
LAL, which helps NLP programs perform their tasks
more correctly. LAL is designed to be as simple as
possible so that humans can use it with minimal
help from assisting tools. We have also developed
a GUI-based LAL annotation editor. We hope that
wide acceptance of LAL will make it possible to use
more intelligent Internet tools and services.
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Abstract

Corpus annotation is now a key topic for all ar-
eas of natural language processing (NLP) and
information extraction (IE) which employ su-
pervised learning. With the explosion of re-
sults in molecular-biology there is an increased
need for IE to extract knowledge to support
database building and to search intelligently for
information in online journal collections. To
support this we are building a corpus of an-
notated abstracts taken from National Library
of Medicine’s MEDLINE database. In this pa-
per we report on this new corpus, its ontologi-
cal basis, and our experience in designing the
annotation scheme. Experimental results are
shown for inter-annotator agreement and com-
ments are made on methodological considera-
tions.

1 Introduction

In the field of molecular biology there have re-
cently been rapid advances that have motivated
researchers to construct very large databases in
order to share knowledge about biological sub-
stances and their reactions. A large part of this
knowledge is only available in unformalized re-
search papers and information extraction (IE)
from such sources is becoming crucial to help
support timely database updating and to help
researchers avoid problems associated with in-
formation overload.

For this purpose, various NLP techniques
have been applied to extract substance names
and other terms (Ohta et al., 1997; Fukuda et
al., 1998; Proux et al., 1998; Nobata et al., 1999)
as well as information concerning the nature
and interaction of proteins and genes (Sekimizu
et al., 1998; Blaschke et al., 1999; Hamphrays
et al., 2000; Thomas et al., 2000; Rindflesch
et al., 2000). The nomenclatures of genes and

associated proteins for model organisms such
as S. Cerevisiae (yeast) and D. Melanogaster
(fruit fly) are established so that good dictio-
naries for those names have been constructed.
However nomenclatures for humans are not yet
available as the whole picture of the human
genome has yet to be revealed, this results in
arbitrary names being used by researchers who
identified the structure of proteins and genes,
so dictionary-based approaches might not be
as effective as in the case of model organisms.
Thus many of the previous researchers either
limit their scope to extracting information on
substances like enzymes which have established
naming conventions (Hamphrays et al., 2000)
or extracting information on ‘substance’ giving
up the distinction between the class of sub-
stance like protein and DNA (Fukuda et al.,
1998; Proux et al., 1998; Sekimizu et al., 1998;
Thomas et al., 2000).

Term identification and classification meth-
ods based on statistical learning seem to be
more generalizable to new knowledge types and
representations than the methods based on dic-
tionaries and hand-constructed heuristic rules.
We think that a corpus-based, machine-learning
approach is quite promising, and to support
this we are building a corpus of annotated ab-
stracts taken from National Library of Medicine
(NLM)’s MEDLINE database.

Corpus annotation is now a key topic for all
areas of natural language processing and lin-
guistically annotated corpus such as treebanks
are now established. In information extraction
task, annotated corpora have been made mainly
for the judgment set of information extraction
competitions such as MUC (Chinchor, 1998).
We think that technical terms of a scientific
domain share common characteristics with the
“Named Entities” and the tasks we attempt in-



volve recognition and classification of the names
of substances and their locations, just as named
entity recognition task in MUC conferences. We
therefore try to model our annotation task after
the definition of “EnameX” (Chincor, 1998a)
of MUC conferences. Unlike in MUC confer-
ences, we don’t make a precise definition of how
the recognized names are used in further infor-
mation extraction task such as event identifica-
tion, because we want the recognition technol-
ogy to be independent of the further task. Our
work is also compared to word-sense annotation
(e.g.,(Bruce and Wiebe, 1998)) where instances
of words that have multiple senses are labelled
for the sense it denotes according to a certain
dictionary or thesaurus.

We first built a conceptual model (ontology)
of substances and sources (substance location),
and designed a tag set based on the ontology
which conforms to SGML/XML format. Us-
ing the tag set, we annotated the entities such
names that appears in the abstracts of research
papers taken from the MEDLINE database. In
this paper we report on this new corpus, its on-
tological basis, and our experience in designing
the annotation scheme. Experimental results
are shown for inter-annotator agreement and
comments are made on methodological consid-
erations.

2 Design of The Tag Set
2.1 Underlying Ontology

The task of annotation can be regarded as iden-
tifying and classifying the names that appears
in the texts according to a pre-defined classifi-
cation. For a reliable classification, the classifi-
cation must be well-defined and easy to under-
stand by the domain experts who annotate the
texts. To fulfill this requirement, we create a
concrete data model (ontology) of the biologi-
cal domain on which the tag sets are based.

Ontologies have been developed in the
biomedical sciences for several applications.
Such ontologies include conceptual hierarchies
for databases covering diseases and drug names.
Construction of a more general ontology e.g.
(Baker et al., 1999) is being attempted by
several groups interested in interconnecting
databases under a uniform view.

We start from a taxonomy illustrated in Fig-

ure 1'. In this taxonomy, we classify sub-
stances according to their chemzical character-
istics rather than their biological role. This
is unlike other existing ontologies in the biol-
ogy field (Baker et al., 1999; Schulze-Kremer,
1998), which mix the classification by biological
role and by chemical structure. The reason that
we have adopted this approach is that we con-
sider mixing two criteria prevents the mutually
exclusive classification and thus makes the an-
notated task more complicated by introducing
nested tag structures and context dependent se-
mantic tags. In our initial annotation work we
therefore chose to simplify the classification by
concentrating on the chemical structure.

Chemical classification of substances is quite
independent of the biological context in which
it appears, and is therefore more stably defined.
For example, the chemical characteristics of a
protein can be easily defined, but its biological
role may vary depending on the biological con-
text, e.g., it may work as an enzyme for one
species but a poison for others. Therefore, in
our model we do not classify substance as en-
zymes, transcription factors, genes, etc. but
as proteins, DNAs, RNAs, etc. They are fur-
ther classified into families, complexes, individ-
ual molecules, subunits, domains, and regions,
because these super- and sub- structures often
have separate names. This classification is non-
controversial among biologists and can be easily
expanded into other ontologies.

Sources are biological locations where sub-
stances are found and their reactions take place,
such as human (an organism), liver (a tissue),
leukocyte (a cell), membrane (a sub-location of
a cell) or HeLa (a cultured cell line). Organisms
are further classified into multi-cell organisms,
mono-cell organisms other than viruses, and
viruses. Organism, tissue, cell, sub-locations
are interrelated with part-of relation but that
relation is not shown in Figure 1. Based on this
domain model, we annotate the names of pro-
teins, DNAs, RNAs, and sources using the tags
shown in Table 1.

An example of an annotated text is shown
in Figure 2: the UI number is a unique iden-
tifier of the abstract in MEDLINE assigned by

In Figure 1 the concepts represented in bold are
reflected in the tag set and the concepts represented in
italic are reflected in the attributes.
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Figure 1: The taxonomy used as a domain

model of our tagging scheme

Table 1: Tags and their target objects
tag object
<PROTEIN> | the names of proteins, in-
cluding protein groups, fam-
ilies, molecules, complexes,
and substructures
the names of DNAs, including
DNA molecules, DNA groups,
DNA regions, and genes
the names of RNAs, including
DNA molecules, RNA groups,
RNA regions, and genes
the sources of substances, i.e.,
the names of organisms, tis-
sues, cells, sub-locations of
cells, and cell lines

<DNA>

<RNA>

<SOURCE>

the National Library of Medicine, TI is the ti-
tle, and AB is the abstract text. The unsure
attribute shown in the text is optional. This is
used when annotators are unsure about whether
a name should be tagged or whether the bound-
ary of the tagged name is correct, and when the
annotator was sure about the instance of the
markup, unsure attribute can be omitted (or
can be assigned the value ok).

3 Tagging Task

Before beginning the tagging process we made
a preliminary experiment by tagging 100 ab-

UI - 91012785

TI - <PROTEIN unsure=ok>Lymphotoxin</PROTEIN>
activation by <SOURCE subtype=cl unsure=ok>human
T-cell leukemia virus type I-infected cell
lines</SOURCE>: role for <PROTEIN unsure=ok>NF-kappa
B</PROTEIN>. AB - <SOURCE subtype=cl
unsure=ok>Human T-cell leukemia virus type

I (HTLV-I)-infected T-cell lines</SOURCE>
constitutively produce high levels of biologically
active <PROTEIN unsure=ok>lymphotoxin</PROTEIN>
(<PROTEIN unsure=ok>LT</PROTEIN>; <PROTEIN
unsure=ok>tumor necrosis factor-beta</PROTEIN>)
protein and <RNA unsure=ok>LT mRNA</RNA>.

To understand the regulation of <PROTEIN
unsure=ok>LT</PROTEIN> transcription by <SOURCE
subtype=vi unsure=ok>HTLV-I</SOURCE>, we analyzed
the ability of a series of deletions of the

<DNA unsure=ok>LT promoter</DNA> to drive the

<DNA unsure=ok>chloramphenicol acetyltransferase
(CAT) reporter gene</DNA> in <SOURCE subtype=cl
unsure=ok>HTLV-I-positive MT-2 cells</SOURCE>. The
smallest <DNA unsure=ok>LT promoter fragment</DNA>
(-140 to +77) that was able to drive CAT activity
contained a site that was similar to the <DNA
unsure=ok>immunoglobulin kappa-chain NF-kappa
B-binding site</DNA>.

Figure 2: Example of Annotated Text

stracts. The abstracts were 116 words long on
average. One of the authors, who has a doctor-
ate in molecular biology, manually tagged the
abstracts. The process took about 40 hours.
2125 proteins, 358 DNAs, 30 RNAs, and 801
SOURCEs are tagged.

Ten abstracts out of the 100 were randomly
chosen and three other volunteers, two medical
science researchers and one biology researcher,
were asked to annotate them with our tagging
scheme. We gave a brief explanation on the tag-
ging task and scheme to each annotator. The
annotators were asked to annotate the text in-
dependently in one weeks’ time.

After the annotation was done, we sent a
questionnaire to annotators to ask for their com-
ments on the tagging task and the guide. From
the feedback of the questionnaire, we learned
that the annotators felt the task to be relatively
easy, but there are several cases where the they
were unsure about which tags to be assigned
where. The cases include:

e where two or more names are conjoined
with and or or, e.g., IRF-1 mRNA and
protein

e the ambiguity in some papers concerning



Table 2: The percentage of inter-annotator agreement on 10 abstracts

T1 T2 T3 T4 Tb T6 T7 T8 T9  T10 | Mean
A0-A1 | 100.00 69.05 38.18 8276 69.81 83.87 74.07 83.33 88.31 91.67 | 77.29
A0-A2 | 100.00 60.98 66.13 67.65 80.49 72.31 72.73 90.11 84.21 71.43 | 76.78
A0-A3 | 95.24 59.09 57.63 96.55 86.05 83.82 69.64 79.55 85.71 84.91 | 78.44
Al1-A2 | 100.00 83.78 41.18 60.61 62.00 67.21 83.02 77.65 80.82 78.72 | 72.55
Al1-A3 | 95.24 52,50 66.67 7857 61.54 76.56 77.78 70.73 79.73 76.47 | 72.76
A2-A3 | 95.24 51.28 4727 63.64 85.00 76.12 8545 82.02 83.56 65.38 | 73.85
Mean 97.62 62.78 52.84 7496 74.15 76.65 77.16 80.57 83.72 78.10 | 75.85

whether names denote DNAs, RNAs or

proteins,

The annotators also said that the concrete ex-
ample of tagged texts are more useful than
descriptions and more examples should be in-
cluded in the manual.

Two-way agreement rate is scored accord-
ing to the scheme used in MUC confer-
ences(Chincor, 1998b). This scoring scheme
uses the F-measure derived from recall and pre-
cision. Recall R and precision P are given by:

R=|XNY[/[X]| (1)

and
P=[XnY|/lY] (2)

where X is the set of ‘correct’ objects and Y is
the set of ‘retrieved’ objects. The F-measure is
the harmonic mean of R and P given by

F=1/(1/P+1/R)=2x|XNnY|/(|X]|+|Y])

(3)
and this F' can be used to measure the agree-
ment of two sets of objects neither of which are
considered ‘correct’ (note that F' is symmetric
with regards to X and Y').

The F-measures multiplied by 100 to show
the percentage of the agreement between anno-
tators for the 10 abstracts are shown in Table 2.
In Table 2, T1, ..., T10 denotes the abstracts
and AO, ..., A3 denotes annotators. The ta-
ble shows that the agreement rate, comparable
to man-machine agreement of systems partici-
pated in MUC, is not good for inter-annotator
agreement rate. The disagreement indicate that
there are several problems in the definition of
the target and the description in the manual,

some of which seem to be specific to this do-
main?.

We investigate into the case of disagreement
by aligning the tagged text and examining the
disagreed parts by hand. We found that the dis-
agreement could be classified into several pat-
terns enlisted below. The numbers in the paren-
theses in the items are the number of the occur-
rence of the disagreement in total 10 texts. See
Table 3 for examples?.

Division (27): The cases where a same part
of a text is tagged as one by some annotators
but divided into two (or more) parts by others.
They were further classified into the following
cases.

D-1 (13) parenthesized full
forms, and synonyms

D-2 (3) appositive phrases

D-3 (6) names of a substance which includes
SOURCE names

D-4 (2) names of a complex

D-5 (3) conjoined names

abbreviations,

Part (60): The cases where a part of phrases
is included between <TAG> and </TAG> by some
annotators but not by others. They were fur-
ther classified into the following cases.

P-1 (30) the cases where the substances des-
ignated by the tagged part are changed by
whether the words following a name are
tagged together or not: in 10 cases, dif-
ferent tags are used by the annotators; in

2Though it may not be directly compared, inter-
annotator agreement for the judgment set of TREX
conference on Japanese information extraction(Sekine,
1999) is reported to be around 97% in F-measure.

3 Attributes are omitted in the examples.



Table 3: Examples of disagreement

| Cases | Examples |

D-1 <SOURCE>Mycobacterium avium complex (MAC)</SOURCE>
<SOURCE>Mycobacterium avium complex</SOURCE> (<SOURCE>MAC</SOURCE>)

D-2 <SOURCE>U937, a human monocytoid cell line</SOURCE>
<SOURCE>U937</SOURCE>, <SOURCE>a human monocytoid cell line</SOURCE>

D-3 <PROTEIN>Human erythroid 5-aminolevulinate synthase</PROTEIN>
<SOURCE>Human erythroid</SOURCE> <PROTEIN>5-aminolevulinate
synthase</PROTEIN>

D-4 <PROTEIN>p50-p65</PROTEIN>
<PROTEIN>p50</PROTEIN>-<PROTEIN>p65</PROTEIN>

D-5 <RNA>ferritin or transferritin receptor mRNAs</RNA>
<PROTEIN>ferritin</PROTEIN> or <RNA>transferritin receptor mRNAs</RNA>

P-1 <DNA>AP-2 consensus binding sequences</DNA>

(different <PROTEIN>AP-2</PROTEIN> consensus binding sequences

tags)

P-1 <PROTEIN>IRF-2 repressor</PROTEIN>

(same tags) | <PROTEIN>IRF-2</PROTEIN> repressor

P-2 <PROTEIN>Stat91 protein </PROTEIN>
<PROTEIN>Stat91</PROTEIN> protein

P-3 <RNA>housekeeping ALAS mRNA</RNA>
housekeeping <RNA>ALAS mRNA</RNA>

P-4 <PROTEIN>transcription factor AP-2</PROTEIN>
transcription factor <PROTEIN>AP-2</PROTEIN>

P-5 <DNA>the terminal protein 1 gene promoter</DNA>
the <DNA>terminal protein 1 gene promoter</DNA>

Class <RNA>TAR</RNA>
<DNA>TAR</DNA>

Missing <DNA>21 bp repeats</DNA>

21 bp repeats

the other 20 cases, the same tags are used
by the annotators.

P-2 (18) the cases where the substances des-
ignated by the tagged part are not affected
by whether the words following a name are
tagged together or not

P-3 (6) the preceding attributive phrase that
narrows the meaning of the phrase

P-4 (5) the preceding appositive phrase

P-5 (1) determiners

Class (19): The same part of text is tagged
with different tags

Missing (25): A part of text is tagged by some
annotators but not by others

The result shows that most of disagreement
involves recognizing the names, i.e., identifying
the range of words in sentence that are part of

the names. On the other hand, there are rela-
tively few cases where classification of the names
alone is the problem.

The disagreement involving abbreviation and
synonym (case D-1) will be simply solved by
explicitly giving an instruction as to whether a
full form and its abbreviation (or a name and its
synonym) should be separated or not. The case
of appositives (cases D-2 and P-5) and deter-
miners are also easy to solve by giving explicit
instruction, though the distinction between ap-
positives or determiners and other attributive
phrases (case P-4) must be carefully stated in
the instruction. The cases involving words that
follow a name that do not affect the substance
the name designates (P-2) should be handled
similarly with a careful description of such cases
in the instruction.

The cases that involve the source names (case
D-3) and the following words that modify the



meaning of the phrase (P-1) are more difficult,
because the names with or without the modi-
fying phrases are recognized by the annotators.
One solution would be to allow nesting tags, but
this might complicate the tagging scheme and
be the cause of another type of error. Simple
heuristics of ‘taking the longest phrase’ might
work here, but in the case of preceding modi-
fiers (P-3) the heuristic is not desirable, because
most of the preceding modifiers are just descrip-
tion of a characteristics of a substance.

The names tagged by some annotators but
not by others (case M) were mostly the terms
that describes the parts of a gene as in the ex-
ample above, or the terms that denotes a family
or a class of substances. Such parts or families
are considered to be the ‘substance’ by some
annotators but not by others. Incorporating
the distinction between families, individual sub-
stances, and parts of the substance would help
to make the classification of names clearer and
result in more consistent annotation.

One of the difficulties of this task compared
to MUC named entity extraction is that our
targets are inherently unique names of classes,
whereas the targets of MUC named entity ex-
traction are names of unique entities. When
we refer to a specific protein or DNA, we don’t
refer to a specific molecule, but rather a class
of molecules that have the same characteris-
tics. As the name of a class, when a researcher
finds a new substance, the substance is often
named after the combination of its function, lo-
cation, etc. For example, “B-cell specific tran-
scription factor” is a name of a protein (there
is an entry in the SwissProt database). This re-
sults in the difficulty of distinguishing the names
of substances from general description of the
substance. In cases such as “Human erythroid
5-aminolevulinate synthase”, some researchers
recognize it as a name but some only recog-
nize “5-aminolevulinate synthase” as a name
and “Human erythroid” as just a description
and separate the part as different entity. Also
the prenominal modifiers are recognized or not
recognized as a part of the name depending on
whether the names with or without the modify-
ing phrases are recognized by the annotators.

The classification error, though relatively few,
also might be from the nature of this domain.
Most of the inconsistency are suspected to be

from conventional use of the protein names to
denote the genes that transcribe the protein.
For example, NF-kappa B gene is a name of
a gene that transcribe the protein NF-kappa
B, and the authors often omit the word gene
where they think it is clear from the context
that the particular occurrence of NF-kappa B
denotes the DNA. This require the annotators
good background knowledge and careful read-
ing, and sometimes the cause of annotation er-
rors. Even the participated annotators, who are
qualified specialist of the domain, are sometimes
unsure about the target, according to the ques-
tionnaire. This might be resolved if the full pa-
per could be referenced in the process of anno-
tation.

4 Conclusion and Future Work

We are in the process of developing a high-
quality tagging scheme for semantic annotation
of substances and their sources which play an
important role in molecular-biology events. We
have shown the results of initial inter-annotator
agreement tests using the current scheme. Af-
ter the initial experiment, we revised the tag-
ging manual to give more precise definitions
and more examples, and also added attributes
to denote the distinction of whether the pro-
tein (DNA, RNA) is a molecule, complex, sub-
structure, region, etc. We tagged 500 abstracts
according to the revised manual and tagging-
scheme, which are in the process of cross-
checking and cleaning up the errors. When they
are done we plan to make the corpus available
to the public along with the tagging manual.

Establishing the training process of annota-
tors, including communication between anno-
tators to get agreement on tagging strategies,
which is reported to improve the agreement rate
(Dan Melamed, 1998; Wiebe et al., 1999) should
also be necessary to help them make consist an-
notation.

One of the concerns that we have is that our
target task is more difficult than the traditional
named entity recognition task, because of the
naming convention (or the lack of it) of the
molecular-biology domain and because the task
requires very precise knowledge of the special-
ist. To solve this problem, tagging tools that
incorporates the reference function to the exter-
nal sources such as substance databases, on-line



glossaries, and full-text of the paper should also
be of great help.

The preliminary corpus, though it may be
‘noisy’, can be useful as a training set for recog-
nition program of biological names and terms.
The preliminary corpus can also be used to gain
the knowledge of how the tagged names are re-
lated to each other and other names, in order
to give feedback to the annotators and enhance
the domain model and enables us to annotate
more rich information such as biological roles.
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Abstract

We are annotating a corpus with information rele-
vant to discourse entity realization, and especially
the information needed to decide which type of NP
to use. The corpus is being used to study correla-
tions between NP type and certain semantic or dis-
course features, to evaluate hand-coded algorithms,
and to train statistical models. We report on the de-
velopment of our annotation scheme, the problems
we have encountered, and the results obtained so
far.

1 MOTIVATIONS

The goal of the GNOME project is to develop NP
generation algorithms that can be used by real sys-
tems, with different architectures, and operating in
realistic domains. As part of the project, we have
been annotating a corpus with the syntactic, seman-
tic and discourse information that is needed for dif-
ferent subtasks of NP realization, including the task
of deciding on the most appropriate NP type to be
used to realize a certain discourse entity (proper
name, definite description, pronoun, etc.), and the
task of organizing the additional information to be
expressed with that discourse entity. We are using
the annotated corpus to extract information useful to
the development of hand-coded algorithms for the
subtasks of NP realization we are focusing on, to
develop statistical models of these subtasks, and to
evaluate both types of algorithms. Conversely, we
have been using the results of this evaluation to ver-
ify the completeness of our annotation scheme and
to identify modifications. The annotation scheme
used in our first corpus annotation exercise was dis-
cussed in (Poesio et al., 1999b); in this paper we
present the modified annotation scheme that we de-
veloped as a result of that preliminary work, and
discuss the problems we encountered when trying
to annotate semantic and discourse information.

2 APPLICATIONSAND DATA

The systems we are working with are the ILEX sys-
tem developed at HCRC, University of Edinburgh
(Oberlander et al., 1998),> and the ICONOCLAST
system (Scott et al., 1998), developed at I1TRI, Uni-
versity of Brighton. The ILEX system generates
Web pages describing museum objects on the ba-
sis of the perceived status of its user’s knowledge
and of the objects she previously looked at; ICON-
OCLAST supports the creation of pharmaceutical
leaflets by means of the wysiwywm technique in
which text generation and user input are interleaved.

The corpus we have collected for GNOME in-
cludes texts from both the domains we are studying.
It contains texts in the museum domain, extending
the corpus collected by the SOLE project (Hitzeman
et al., 1998); and texts from the corpus of patient
information leaflets collected for the ICONOCLAST
project. The initial GNOME corpus (Poesio et al.,
1999b) consisted of two subsets of about 1,500 NPs
each; since then, the corpus has been extended and
currently includes about 3,000 NpPs in each domain.
We are also adding texts from a third domain, tuto-
rial dialogues.

3 DEVELOPING A SCHEME FOR NP
REALIZATION

The traditional approach to surface realization in
NLG (as exemplified, say, by NIGEL / KPML (Hen-
schel et al., 1999)) assumes (systemic functional)
grammars that make decisions on the basis of the
answer to queries asked to the knowledge base and
discourse model. Typical examples of such queries
are:

e whether a given discourse entity is IDENTIFI-
ABLE;

The latest version of the system can be found at
http://ww. cstr.ed.ac.uk/cgi-bin/ilex.cgi.



e whether the object denoted is GENERIC or not;

e whether that entity is IN FOCUS, or more gen-
erally what is its ACCESSIBILITY (Gundel et
al., 1993)

e what is the ONTOLOGICAL STATUS of the ob-
ject, i.e., its position in a taxonomy.

These systems have typically been used only by
their developers, or by researchers working in close
collaboration with them. In order to make them
more generally usable, three questions have to be
addressed. The first question is whether anybody
other than the developers of these grammars can un-
derstand queries such as those just listed enough to
implement them in their systems. The second is
whether real systems have enough information to
answer these queries, or whether instead approxi-
mations have to be implemented. The final question
is how well the implementation is going to perform,
especially if only approximations are implemented.

In GNOME we have been studying these questions
by means of corpus annotation studies. We have
been trying to identify which of the queries used by
systems such as KPML for NP realization can be gen-
erally understood by asking subjects to annotate the
NPs in our corpus with the information needed to an-
swer these queries, and we have then used the result-
ing annotation to train statistical models to evaluate
the completeness of a given set of features.  We
use to measure agreement the K statistic discussed
by Carletta (1996). A value of K between .8 and 1
indicates good agreement; a value between .6 and .8
indicates some agreement.

4 SEMANTIC AND DISCOURSE
FEATURES THAT MAY AFFECT NP
TYPE DETERMINATION

Even if in this first phase we focused on realiz-
ing discourse entities only, we still need to know
for each NP in the corpus its semantic type. Noun
phrases appear in a text as the realization of at least
three different types of logical form constituents:

e terms, which include referring expressions, as
in Jessie M. King or the hour pieces here , but
also non-referring terms such as jewelry or dif-
ferent types of creative work. Terms are called
DISCOURSE ENTITIES in Discourse Represen-
tation Theory.

e quantifiers, as in quite a lot of different types
of creative work or nearly every day

e nominal predicates, such as an illustrator in
She was an illustrator.

Noun phrases can be coordinated, as in The patches
also contain oestradiol and norethisterone acetate
or the inventory gives

neither the name of the maker nor its original location;

we finesse the many issues raised by coordination
by assuming a fourth type of logical form objects,
coordinations.

Two features generally acknowledged to play an
important role in determining the type of the NP to
be used to realize a discourse entity are COUNT-
ABILITY and GENERICITY. These features are es-
pecially important when bare-Nps are going to be
used. One of the conditions under which (singu-
lar) bare NPs are used is when the object denoted
is mass (cfr. *a gold/a jewel vs. gold/*jewel); the
other is when the NP is used to express a generic ref-
erence, as in The cabinets de curiosites contained
natural specimens such as shells and fossils.

Much work on NP generation has been devoted
to studying the discourse factors that determine
whether a given discourse entity should be real-
ized by a definite or an indefinite NP (Prince, 1992;
Loebner, 1987; Gundel et al., 1993). Among the
discourse properties of a discourse entity claimed to
affect its form are

e Whether it is discourse new or old (Prince,
1992): e.g., a new jewel would be introduced
by means of the indefinite a jewel, whereas for
an already mentioned one the definite descrip-
tion the jewel would be used. This simple no-
tion of familiarity was refined by Prince herself
as well by Gundel et al. (Gundel et al., 1993).

e Whether it’s hearer-new or hearer-old (Prince,
1992).

e Whether it is referring to an object in the visual
situation or not: if so, a demonstrative NP may
be used, as in this jewel.

e Whether it’s currently highly salient or not,
which may prompt the use of a pronoun. Prop-
erties that have been claimed to affect the
salience of a discourse entity include: whether
it’s the current CENTER (CB) or not (Grosz et
al., 1995), or more generally whether that en-
tity is the TopiC of the current discourse (Rein-
hart, 1981; Garrod and Sanford, 1983); its
grammatical function; whether it’s animated or



not; its role; its proximity. (For a discussion of
the effect of these and other factors on salience
see (Poesio and Stevenson, To appear)).

According to Loebner (Loebner, 1987), the distin-
guishing property of definites is not familiarity (a
discourse notion), but whether or not the predicate
denoted by the head noun is functional or, more gen-
erally, UNIQUE. This seems to be the closest formal
specification of the notion of ‘identifiability’ used in
KPML.

5 THE ANNOTATION SCHEME

Our first scheme, and the results we obtained with
it, are discussed in (Poesio et al., 1999b). We are
currently in the process of reannotating the corpus
from scratch according to a new annotation scheme
developed to address the limitations of the scheme
discussed there (reliability and/or incompleteness of
information). The new scheme also includes infor-
mation to study another aspect of NP realization,
NP modification; this aspect of the new annotation
won’t be discussed here. For reasons of space, only
a brief discussion is possible - in particular, we
won’t be able to discuss in detail the instructions
given to annotators; the complete instructions are
available at htt p: //www. hcrc. ed. ac. uk/ ~
gnone/ anno_manual . ht ni .

Markup Language

Our annotation scheme is xmML-based. The basis for
our annotation are a rather minimal set of layout
tags, identifying the main divisions of texts, their
titles, figures, paragraphs, and lists. Also, as a result
of the reliability studies discussed below and of our
first annotation effort, we decided to also mark up
units of text that may correspond to rhetorical units
in our second annotation, using the tag (uni t ).

An important feature of the scheme is that the in-
formation about NPs is split among two xmL ele-
ments, as in the MATE scheme for coreference (Poe-
sio et al., 1999a). Each NP in the text is tagged with
an (ne) tag, as follows:

Q) <ne | D="ne07" ... >
Scotti sh-born, Canadi an based jew
eller,
Al i son Bail ey-Snith</ne>

<ne | D="ne08"> <ne | D="ne09" >Her </ ne>

mat eri al s</ ne>

the instructions for identifying the (ne) markables
are derived from those proposed in the MATE project

scheme for annotating anaphoric relations (Poesio
etal., 1999a), which in turn were derived from those
proposed by Passonneau (Passonneau, 1997) and in
Muc-7 (Chinchor and Sundheim, 1995).

Anaphoric relations are annotated by means of
a separate (ant e) element specifying relations be-
tween (ne)s, also as proposed in MATE. An (ant e)
element includes one or more (anchor ) element,
one for each plausible antecedent of the current dis-
course entity (in this way, ambiguous cases can be
marked). E.g., the anaphoric relation in (1) between
the possessive pronoun with | D ="ne09" and the
proper name with | D =" ne07" is marked as fol-
lows:

(2) <ante current="ne09">
<anchor | D="ne07" rel="ident" ...
</ ant e>

(Discourse) Units

One difference between the annotation scheme we
are using and the one discussed in (Poesio et al.,
1999b) is that the problems we encountered try-
ing to annotate centering information, proximity,
and grammatical function (see also below) led us
to mark up sentences and potential rhetorical units /
centering theory utterances before marking up cer-
tain types of information about NPs such as gram-
matical function. The instructions for marking up
units were in part derived from (Marcu, 1999); for
each (uni t ), the following attributes were marked:

e utype: whether the unit is a main clause, a rel-
ative clause, appositive, a parenthetical, etc.

e verbed: whether the unit contains a verb or
not.

o finite: for verbed units, whether the verb is fi-
nite or not.

e subiject: for verbed units, whether they have a
full subject, an empty subject (expletive, as in
there sentences), or no subject (e.g., for infini-
tival clauses).

The agreement on identifying the boundaries of
units was K =.9; the agreement on features was fol-
lows:

Attribute | K Value
utype .76
verbed 9
finite .81
subject .86




This part of the annotation has now been completed.
The main difficulties we observed had to do with as-
signing an utterance type to parenthetical sentences.

NEs

After marking up units as discussed above, all
NPs are marked up, together with a number of at-
tributes. During our first round of experimentation
we found that marking ‘topics’ in general was too
difficult (K=.37), as was marking up thematic roles
(K=.42); so although we haven’t completely aban-
doned the idea of trying to annotate this informa-
tion, in this second round we concentrated on im-
proving the reliability for the other attributes. A
few other attributes used in the previous scheme
were dropped because they could be inferred auto-
matically: among these are the feature disc speci-
fying whether the discourse entity is discourse-new
or discourse-old (redundant once antecedent infor-
mation was marked up) and the feature cb used
to mark whether the discourse entity is the current
CB (Grosz et al., 1995) (which could be automati-
cally derived from the information about grammat-
ical function and units). We separated off informa-
tion about the logical form type of an NP (quantifier,
term, etc) from the information about genericity. Fi-
nally, new attributes were introduced to specify in-
formation which we found missing on the basis of
our first evaluation: in particular, we decided to an-
notate information about the abstractness or con-
creteness of an object, and about its semantic plu-
rality or atomicity. The revised list of information
annotated for each NP includes:

e The output feature, cat, indicating the type of
NP (e.g., bare-np, the-np, a-np).

e The other ‘basic’ syntactic features, num, per,
and gen (for GENder).

e A feature gf specifying its grammatical func-
tion;
e The following semantic attributes:
— ani: whether the object denoted is ani-
mate or inanimate

— count: whether the object denoted is
mass or count

- Iftype: one of
quant, term pred, coord

— generic: whether the object denoted is a
generic or specific reference

— onto: whether the object denoted is con-
crete, an event, a temporal reference, or
another abstract object

— structure: whether the object denoted is
atomic or not

e The following discourse attributes:

— deix: whether the object is a deictic refer-
ence or not

— loeb: whether the description used allows
the reader to characterize the object as
functional in the sense of Loebner (i.e.,
whether it denotes a single object, as in
the moon, or at least a functional concept,
like father)

A number of NP properties (e.g., familiarity) can be
derived from the annotation of anaphoric informa-
tion (below); in addition, a few properties of NPs
are automatically derived from other sources of in-
formation - e.g., the type of layout element in which
the NP occurs (in titles, bare-nps are often used) and
whether a particular NP has uniquely distinguishing
syntactic features in a given unit. All of these fea-
tures can be annotated reliably, except for generic-
ity; the results that we do have are as follows:

Attribute | K Value
cat .9
gen .89
num .84
per 9

of .85
ani 91
count .86
Iftype .82
onto .80

structure .82
deix .81
loeb .80

(One interesting point to note here is that agreement
on Iftype is actually quite high (90%), but because
TERMs are so prevalent, chance agreement is also
very high.)

We should point out that even though we reached
a good level of agreement on all of these features,
not in all cases it was easy to do so. The only fea-
tures that are truly easy to annotate are NP type, per-
son, and animacy. Good instructions are needed for
gender, number, logical form, multiplicity, deixis,
and uniqueness—e.g., for the case of gender one has



to decide what to do with second person pronouns
such as you, and for deixis the instructions have
to specify what to do with objects that are not in
the picture although appear to be visible. Finally,
the count/mass distinction proved to be very diffi-
cult, as did the abstract / concrete distinction (e.g.,
are diseases abstract or concrete?). We did intro-
duce a number of ‘underspecified’ values, but this
did not lead to results as good as including in the
instructions a number of examples (which suggests
our scheme may not transport well to other applica-
tions).

Antecedent Information

Previous work, particularly in the context of the
MUC initiative, suggested that while it’s fairly easy
to achieve agreement on identity relations, marking
up bridging references is quite hard; this was con-
firmed, e.g., by (Poesio and Vieira, 1998). The only
way to achieve a reasonable agreement on this type
of annotation, and to contain somehow the annota-
tors” work, is to limit the types of relations anno-
tators are supposed to mark up, and specify prior-
ities. We are currently experimenting with mark-
ing up only four types of relations, a subset of
those proposed in the ‘extended relations’ version
of the MATE scheme (Poesio et al., 1999a) (which,
in turn, derived from Passonneau’s DRAMA scheme
(Passonneau, 1997): identity (I DENT), set member-
ship (ELEMENT), subset (SUBSET), and ‘general-
ized possession’, including part-of relations.

In addition, given our interests we had to be
quite strict about the choice of antecedent: whereas
in muc it is perfectly acceptable to mark an ‘an-
tecedent” which follows a given anaphoric expres-
sion, in order, e.g., to compute the cB of an utter-
ance it is necessary to identify the closest previous
antecedent.

As expected, we are achieving a rather good
agreement on identity relations. In our most recent
analysis (two annotators looking at the anaphoric re-
lations between 200 NPs) we observed no real dis-
agreements; 79.4% of these relations were marked
up by both annotators; 12.8% by only one of them;
and in 7.7% of the cases, one of the annotators
marked up a closer antecedent than the other. On
the other hand, only 22% of bridging references
were marked in the same way by both annotators;
although our current scheme does limit the disagree-
ments on antecedents and relations (only 4.8% rela-
tions are actually marked differently) we still find
that 73.17% of relations are marked by only one or

the other annotator.

6 EVALUATION

In order to evaluate the complenetess of our
schemes, we have been using the corpus annotated
with the reliable features to build statistical models
of the process of NP type determination - i.e., the
process by which the value of cat is chosen on the
basis of the values of the other features. We tried
both the Maximum Entropy model (Berger et al.,
1996) as implemented by Mikheev (Mikheev, 1998)
and the cART model of decision tree construction
(Breiman et al., 1984); the results below were ob-
tained using CART. The models are evaluated by
comparing the label it predicted on the basis of the
features of a given NP with the actual value of cat
for that NP, performing a 10-fold cross-validation.

The models discussed in (Poesio et al., 1999b)
achieved a 70% accuracy, against a baseline of 22%
(if the most common category, BARE- NP, is chosen
every time.), training on a corpus of 3000 NpPs. We
are still in the process of evaluating the models built
using our second corpus, but partial tests (trained
on about 1,000 NPs) suggest that the using the new
annotation scheme an accuracy of about 80% can be
achieved.

The most complex problem to fix is that of
THI S- NPs. The reason for the misclassification is
that THI S- NPs are used in our texts not only to re-
fer to pictures or parts of them, but also to refer to
abstract objects introduced by the text, as in the fol-
lowing examples:

3 a. A great refinement among armorial
signets was to reproduce not only
the coat-of-arms but the correct tinc-
tures; they were repeated in colour
on the reverse side and the crystal
would then be set in the gold bezel.
Although the engraved surface could
be used for impressions, the colours
would not wear away. The signet-ring
of Mary, Queen of Scots (beheaded in
1587) is probably the most interesting
example of this type;

b. The upright secrétaire began to be
a fashionable form around the mid-
1700s, when letter-writing became a
popular past-time. The marchands-
merciers were quick to respond to
this demand,



The problem is that such references are difficult to
annotate reliably.

7 DISCUSSION

There are some pretty obvious omissions in the
work done so far. Even if we only consider the task
of NP type determination, there are a number of fea-
tures whose impact we haven’t been able to study
so far, in some cases because they proved very hard
to annotate. We already discussed two such exam-
ples, topichood and thematic roles; another poten-
tially important source of information about the de-
cision to pronominalize, rhetorical structure, is even
harder to annotate. We would like to be able to an-
notate some types of scoping relations as well, es-
pecially the cases in which an NP is in the scope
of negation as this may license the use of polarity-
sensitive items such as any. Another important fac-
tor is the role of the information which the text plan-
ner has decided to realize: e.g., once the text planner
has decided to generate both the proper name of dis-
course entity z, Alphonse Mucha, and the fact that
is a Czech painter, the decision to use the THE- NP
the Czech painter Alphonse Mucha is more or less
forced on us. And of course, nothing in the scheme
discussed above allows us to study the conditions
under which a generator may decide to produce a
quantifier or a coordinated NPs.

Among the issues raised by this work, an im-
portant one is how much of the information that
we annotated by hand could be automatically ex-
tracted. We believe that a lot of the syntactic in-
formation we rely on ({uni t ) and (ne) identifica-
tion, (uni t ) attributes, basic syntactic attributes of
(ne)) could be extracted automatically using recent
advances in robust parsing; this would already cut
down the amount of work considerably. The prob-
lem is what to do with semantic information: e.g.,
whether suitable approximations could be found.

Another important question is whether our char-
acterization of NP realization is plausible. One pos-
sible objection is that NP type determination goes
hand-in-hand with content determination, and the
two problems can only be attacked simultaneously.
The problem with this type of objection is that it’s
very difficult to study content determination. This
is because of a more general problem with the
methodology we are using: there is a mismatch be-
tween what a system knows and what an annotator
may know about an object-i.e., between the features
that a generation system may use and the features

that can be annotated, and it’s not clear this mis-
match can be resolved.

For one thing, the need to choose features that can
be annotated reliably imposes serious constraints:
features that a generation system can easily set up
by itself (e.g., the ILEX system keeps track of what
it thinks the current topic is) can be difficult for two
annotators to annotate in the same way. Second,
some information that a generation system can use
when deciding on the type of NP to generate may
simply be impossible to annotate. For example, we
already seen that the form of an NP often depends on
how much information the system intends to com-
municate to the user about a given entity, or how
much information the system believes the user has.
In order to build a model of this decision process,
we would need to specify for each NP how much in-
formation it conveys, and of what type; it’s not at
all clear that it will be feasible to do this by hand,
except in domains in which the annotator knows ev-
erything that there is to know about a given object
(see, e.g., Jordan’s work on the COCONUT domain
(Jordan, 1999)).

Conversely, some information that can be anno-
tated - indeed, that is easy to annotate - may not be
available to some systems. E.g., we do not know
of any system with a lexicon rich enough to spec-
ify whether a given entry is functional or not. A
solution in this case may be to develop algorithms
to extract this information from an annotated cor-
pus, or perhaps just using the syntactic distribution
of the predicate as an indication (e.g., a predicate X
occurring in a the X of Y construction may be func-
tional).

In other words, we believe that the present work
is only a first step towards developing an appropriate
methodology for empirical investigation and evalu-
ation of generation algorithms, which we neverthe-
less feel will become more and more necessary. But
we believe that, already, this type of work can raise
a number of interesting issues concerning semantic
annotation and agreement on semantic judgments,
which we hope to discuss at the workshop.
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Abstract

This paper proposes a practical integrated en-
vironment for extracting rules for the anaphora
resolution of zero pronouns from monolingual
and/or bilingual corpora. This method takes
into account the practical situation for making
resolution rules of zero pronouns in specific do-
main texts; the types of usable corpora (mono-
lingual and/or bilingual) for examining the ex-
traction of resolution rules have been changed
depending on the type of NLP system using
extracted resolution rules. The extraction pro-
cesses of resolution rules in the environment are
classified into five component tasks: (1) Zero
Pronoun Identification, (2) Antecedent Anno-
tation, (3) Rejection of Sentences Unsuitable
for Rule Extraction, (4) Rule Extraction, and
(5) Extracted Rule Application and Modifica-
tion. An automatic process and/or a manual
process with a user friendly human interface can
be used to achieve each component task. This
environment was implemented in the Japanese-
to-English machine translation system, ALT-
J/E, for Japanese zero pronoun resolution.

1 Introduction

In natural languages, elements that can be eas-
ily deduced by a reader are frequently omit-
ted from expressions in texts (Kuno, 1978).
This phenomenon causes considerable problems
in NLP systems such as MT, text summariza-
tion and text retrieval. In particular, the sub-
ject and object are often omitted in Japanese,
whereas they are normally obligatory in En-
glish!. In Japanese-to-English machine transla-
tion systems, therefore, it is necessary to iden-
tify case elements omitted from the original
Japanese (“zero pronouns”) for their accurate
translation into English expressions.

Several algorithms have been proposed with
regard to this problem (Kameyama, 1986;
Yoshimoto, 1988; Walker et al., 1990; Dohsaka,

'For example, there are 93 omitted case elements in
102 sentences in 30 newspaper articles which have to be
explicitly translated into English.

1994). However, it is not possible to apply these
methods directly to a practical machine trans-
lation system because of their low precision of
resolution and the large volume of knowledge
required.

To overcome these kinds of problems, sev-
eral methods have been proposed (Nakaiwa
and Ikehara, 1992; Nakaiwa and Ikehara, 1995;
Nakaiwa and Ikehara, 1996). The focus of
these methods is on applications for a practical
machine translation system with an unlimited
translation target area.

With these methods, however, it is necessary
to make resolution rules for zero pronouns by
hand. Unfortunately, it takes a lot of time
and effort for the experts of the NLP system
to make these rules robust and with wide cov-
erage. Furthermore, resolution rules often have
to be made depending on the target domain of
the documents, and this also requires the time-
consuming labor of experts. Because of these
problems, there is a need for an effective and
efficient method of making resolution rules for
ZEero pronouns.

Typical methods for this purpose include ex-
tracting resolution rules for zero pronouns from
monolingual corpora (Nasukawa, 1996; Mu-
rata and Nagao, 1997), from bilingual corpora
(Nakaiwa, 1997a; Nakaiwa, 1997b), and from
monolingual corpora with tags for antecedents
of zero pronouns (Aone and Bennett, 1995; Ya-
mamoto and Sumita, 1998).

Monolingual corpora are relatively easy to
collect. Methods using monolingual corpora,
however, have difficulties in extracting resolu-
tion rules of zero pronouns whose referents are
normally unexpressed in Japanese.

Methods using sentence-aligned bilingual cor-
pora are better than those using monolingual
corpora. This is particularly so with a bilingual
corpus of dissimilar languages such as Japanese
and English whose language families are so dif-
ferent and where the distributions of zero pro-
nouns are also quite different. However, bilin-
gual corpora are relatively difficult to collect,



especially sentence-aligned corpora.

With methods using monolingual corpora
with antecedent tags, it is possible to efficiently
make effective resolution rules by relying on
the annotated information. However, there are
only a few corpora with antecedent tags for zero
pronouns. The standardization for annotating
zero pronouns and their antecedents is still on-
going (Hasida, 2000). Consequently, in actual
situations, analysts who want to make resolu-
tion rules for zero pronouns also have to labo-
riously annotate antecedent tags to zero pro-
nouns in the corpus by hand, as previously men-
tioned. Therefore, an annotation tool for the
antecedents of zero pronouns in the texts (Aone
and Bennett, 1994) is needed for the effective
addition of tags to zero pronouns.

To create resolution rules of zero pronouns
in a text of a specific domain, we commonly
use only monolingual corpora in the specific do-
main without antecedent tags for zero pronouns.
Accordingly, analysts annotate tags to the an-
tecedents of every zero pronoun in the corpus
to make effective resolution rules. However, to
accomplish this in machine translation, it is also
possible to use bilingual corpora in the specific
domain, such as a former version of a text that
has already been translated or bilingual corpora
used for translation memory systems. In this
case, methods that automatically extract the
resolution rules of zero pronouns from bilingual
corpora (Nakaiwa, 1997a; Nakaiwa, 1997b) can
be used. An automatic extraction process, how-
ever, cannot make perfect rule sets. Therefore,
the automatically extracted rules have to be
confirmed by human interaction before adding
the rule set used in anaphora resolution in NLP
systems if highly reliable rules such as domain-
independent default rules are required. Further-
more, the human interaction must take into ac-
count the efficiency of acquiring resolution rules
from both monolingual and bilingual corpora.

Considering these practical conditions for ex-
tracting the resolution rules of zero pronouns,
this paper proposes a practical integrated tool
capable of extracting rules for the anaphora
resolution of zero pronouns from monolingual
and/or bilingual corpora.

2 Component Tasks of Resolution
Rule Extraction of Zero Pronouns

We classify the subtasks for extracting resolu-
tion rules from corpora into the following five
component tasks: (1) Zero Pronoun Identifica-

tion, (2) Antecedent Annotation, (3) Rejection
of Sentences for Rule Extraction, (4) Rule Ex-
traction, and (5) Extracted Rule Application
and Modification.

2.1 Zero Pronoun Identification

The zero pronoun identification process identi-
fies zero pronouns that must be resolved in an
NLP system using extracted resolution rules.
For example, Japanese, which is a free word-
order language, often has no explicit cue helpful
in determining obligatory case elements. There-
fore, in this language, the identification of zero
pronouns in the corpus is also important for ex-
tracting resolution rules. Furthermore, depend-
ing on the NLP system, the zero pronouns that
must be resolved are different. For example,
MT systems only need to resolve zero pronouns
that must be explicitly translated into the tar-
get. In a Japanese sentence (1), the subject (ga-
case) is not expressed in Japanese but becomes
optional when translated into English, because
it is possible to translate this by using the ex-

pression, “Zoos raise lions.”.
(1)  (¢-ga) doubutsuen-de
ZOO-AT

Zoos raise lions.

raton-o kau.
lion-0BJ  keep

Therefore, in the zero pronoun identification
process, the analysis results of the NLP system
must be taken into account.

Zero pronoun identification in monolingual
corpora only relies on the analysis results of the
NLP system. In bilingual corpora, however, the
translation equivalent of zero pronouns is also
usable as a trigger for determining zero pro-
nouns that must be resolved.

2.2 Antecedent Annotation

The antecedent annotation process identifies
antecedents of zero pronouns that need to be re-
solved. In monolingual corpora, analysts must
basically annotate antecedents of zero pronouns
manually. However, even in the manual pro-
cess, the following factors must be taken into
account.

e Zero pronouns with the same syntactic and
semantic features (such as modal expres-
sions, the meaning of verbs, and conjunc-
tions) around them in the corpus should
be grouped and displayed at the same time
when their antecedents are annotated.
Zero pronouns with the same features tend
to have the same type of antecedents be-
cause the features become key factors in



determining their antecedents. Therefore,
analysts can judge antecedents for zero pro-
nouns with the same features easily and ef-
ficiently.

e Antecedent candidates of zero pronouns

should be easy to select from elements in
the text or deictic elements outside the
text.
There are three types of possible an-
tecedent candidates for each zero pronoun:
candidates in the same sentence (intrasen-
tential), candidates in another sentence in
the text (intersentential), and candidates
that are not explicitly expressed in the text
(deictic). Intrasentential and intersenten-
tial antecedent candidates are actually ex-
pressed in the text. Their conditions in the
resolution rules involve their syntactic po-
sitions and/or sentential relationships such
as distance, rhetorical relation, and rela-
tive relation in the discourse structure (e.g.,
a candidate in the title of a section and
a zero pronoun in a sentence in the sec-
tion) (Nakaiwa and Ikehara, 1992; Nakaiwa
and Tkehara, 1995). Therefore, by grouping
intra- and intersentential candidates with
the same syntactic position and senten-
tial relationship in the text, and by show-
ing the same types of candidates for zero
pronouns at the same time, we can select
the actual antecedent easily and efficiently.
Among deictic antecedent candidates, the
antecedents tend to be limited elements
such as writer/speaker or reader/hearer
(Nakaiwa and Tkehara, 1996). Therefore,
listing the possible antecedent candidates
before the annotation process and select-
ing the actual antecedent from the possible
antecedent candidate list make the annota-
tion process of deictic antecedents for zero
pronouns much easier and more efficient.

In the case of bilingual corpora, in addi-

tion to the manual process used for mono-
lingual corpora, the translation of a sentence
with zero pronoun can be used to determine
the antecedent of the zero pronoun. For ex-
ample, in Japanese and English bilingual cor-
pora, the subject and object are often omit-
ted in Japanese, whereas they are normally
obligatory in English. Therefore, by aligning
zero pronouns in Japanese and their translation
equivalents in English, antecedent of zero pro-
nouns can be automatically identified (Nakaiwa,
1997b).

2.3 Rejection of Sentences Unsuitable
for Rule Extraction

The following types of sentences with zero pro-
nouns and/or antecedents in the corpus are not
suitable as the source sentences for extracting
rules.

(a) Sentences in which the analysis made er-
rors in identifying the predicate, e.g., an
adverbial expression, modal expression, or
postpositional phrase as a predicate. This
type of error identifies zero pronouns erro-
neously.

(b) Translation-equivalent sentences in bilin-
gual corpora that were freely translated
by a human. Here, it is very difficult
to identify the translation equivalents of
the zero pronouns within the translation-
equivalent sentence in the automatic iden-
tification process.

The problematic sentences with zero pronouns
and/or erroneous zero pronouns in type (a) have
to be annotated as ‘unsuitable’ before extract-
ing rules from sentences with zero pronouns in
the corpus. The antecedents of zero pronouns
in problematic sentences in type (b) have to
be manually annotated even with bilingual cor-
pora.

2.4 Rule Extraction

The rule extraction process extracts resolution
rules of zero pronouns with antecedent tags
in the corpus. In this process, syntactic and
semantic features around zero pronouns and
around their annotated antecedents are used as
a condition in the resolution rules.

There are two way to extract rules:

(a) Automatic Extraction
In this process, resolution rules can be au-
tomatically extracted from zero pronouns
with antecedent tags (Section 2.2) and syn-
tactic and semantic features around zero
pronouns and their annotated antecedents
by a machine learning technique (Aone
and Bennett, 1995; Yamamoto and Sumita,
1998) or by statistical processing (Nakaiwa,
1997a).

(a) Manual Extraction
In this process, zero pronouns are grouped
depending on their syntactic position, their
annotated antecedent, and the syntactic
and semantic features around the zero pro-
nouns. Resolution rules for the grouped
zero pronouns are extracted by examining
how many correct antecedents for the zero



pronouns can be covered under the same
features.

2.5 Extracted Rules Application and
Modification

The extracted rules in section 2.4 are used by
the NLP system in the resolution of zero pro-
nouns in sentences in the corpus used for the
rule extraction. Considering the results of the
application of extracted rules for zero pronouns,
we examine the suitability of rules for the cor-
pus. If there are some problems in the reso-
lution rules, the problematic rules and/or the
priorities of the rules are modified.

The rule set with the modified rules is again
used by the NLP system for the same cor-
pus, and the suitability of rule modifications is
checked in the same manner. The rule modifica-
tion and re-application for zero pronouns within
the corpus are iterated until reasonable rules are
extracted.

3 Implemented Architecture for
Extracting Resolution Rules of
Zero Pronouns from Corpora

Considering the five components described in
section 2, we have implemented an architecture
for automatically and/or manually extracting
resolution rules for Japanese zero pronouns from
Japanese and English bilingual corpora and/or
Japanese monolingual corpora. Figure 1 shows
an overview of the system. In the first step, the
Japanese and English sentences in the bilingual
corpus and/or the Japanese sentences in the
monolingual corpus are separately analyzed by
Japanese and English parsers. In the next step,
the antecedents of zero pronouns within the
Japanese sentences in the corpus are identified
automatically from Japanese and English anal-
ysis results in the bilingual corpus. From the
monolingual corpus, however, only the Japanese
analysis results with the syntactic position of
zero pronouns are extracted. The Japanese
analysis results with/without antecedent tags
for zero pronouns are stored as ‘Japanese Cor-
pus with Antecedent Tags’ as shown in the fig-
ure. Each zero pronoun in the corpus is manu-
ally examined in order to annotate the correct
antecedent tags, if required. From the anno-
tated information, resolution rules for zero pro-
nouns are extracted manually or automatically.
Manual extraction is preferable for acquiring re-
liable rules, but requires a high cost. In con-
trast, the automatic extraction process has a

Japanese and English Bilingual Corpus

Japanese Mono-
lingual Corpus

D Jaéanese Sentence
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Zero Pronouns and their Antecedents
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—

i
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Figure 1: Process for Extraction of Resolution
Rules for Japanese Zero Pronouns

high possibility of extracting problematic rules.
Such types of automatically extracted rules re-
quire human checks and modifications for ex-
tracting reliable rule sets.

In the next step, the extracted resolution
rules are used for the anaphora resolution of
Japanese zero pronouns in the corpora by the
Japanese analyzer. The same sentences in the
monolingual and/or bilingual corpora are in-
putted to the system and resolution rules are
again extracted and modified for the Japanese
zero pronouns. These processes are repeated
until the system cannot extract any more reso-
lution rules for the Japanese zero pronouns in
the corpora.

This method has been implemented in a
Japanese-to-English machine translation sys-
tem, ALT-J/E (Ikehara and et al., 1991). The
system in Figure 1 can extract English transla-
tion equivalents of Japanese zero pronouns from
aligned sentence pairs. Accordingly, the re-
sults can also be used to extract rules for trans-
lating Japanese zero pronouns into English in



a Japanese-to-English machine translation sys-
tem. For efficient human interaction in the man-
ual process, we use the interface of a widely used
WWW browser, such as Netscape Navigator or
Internet Explorer.

In the following subsections, we describe the
details of automatically and manually extract-
ing resolution rules for the Japanese zero pro-
nouns in the corpora.

3.1 Analysis of Japanese and English
Sentences

Japanese sentences and English sentences in the
corpora are analyzed in the following manner.

3.1.1 Analysis of Japanese Sentences

Japanese sentences are analyzed with the mor-
phological, syntactic, and semantic analyzers
of Japanese in ALT-J/E (Ikehara and et al.,
1991). The syntactic and semantic structure
of the Japanese sentence is first created. The
Japanese structure is used for the automatic
translation into English in ALT-J/E. The
Japanese structure, therefore, includes the syn-
tactic positions of the Japanese zero pronouns,
which must be translated into English, and the
semantic constraints for the Japanese zero pro-
nouns forced by the verb within the Japanese
sentence. When a zero pronoun is resolved by
a rule, a determined antecedent and an ID of
the applied rule for each zero pronoun are also
annotated. This information is used to judge
whether existing rules will resolve zero pronouns
successfully, and which zero pronouns require
further resolution rules.

For example, from the Japanese sentence in
the aligned sentence pair (2) in Figure 1, the fol-
lowing syntactic and semantic structure is cre-

ated.
(2) (¢-g9a) hon-o yomi-tai
book-0BJ  read-WANT-TO
I want to read a book.

(3) Syntactic and Semantic Structure of Japanese
Sentence (2)

[U_SENT-1
Tense PRESENT, PERFECTIVE ASPECT
Modal tai (HOPE)
VsA SUBJECT’S HUMAN ACTION,
SUBJECT’S THINKING ACTION
PRED-1 [main verb yomu “read”]
case rel. OBJECT “0”
CASE-1 [Np-l hon “book” :|
case rel. SUBJ
CASE-2 NP-2 ¢-1
semantic constraints HUMAN

3.1.2 Analysis of English Sentences

English sentences are analyzed by Brill’s En-
glish Tagger (Brill, 1992) and the Link Gram-
mar Parser (Sleator and Temperley, 1991).
Next, the syntactic structure is converted into
a partial syntactic structure, which is similar to
the internal English structure of ALT-J/E.

For example, from the English sentence in
aligned sentence pair (2), the following partial
syntactic structure is created.

4) Partial syntactic structure of an English Sentence (2)

[U_SENT-1 T
“want” VERB, SING., PRESENT.
PRED-1 “to” TO
“read” VERB, BASE FORM
CASE-1 -case rel. SUBJECT
E_
NP-1 |:“1” : PERSONAL PRONOUN]
[case rel. DIRECT OBJECT
“a” DETERMINER
CASE-2
NP-2 “book” NOUN,
SINGULAR OR MASS

3.2 Automatic Alignment of Japanese
Zero Pronouns and their
Antecedents?

From the analysis results of Japanese and En-
glish aligned sentence pairs, the system extracts
pairs of Japanese words/phrases and their En-
glish equivalent words/phrases by comparing
the two structures. Then, based on the discus-
sion in section 2.3, aligned sentence pairs not
suitable for the extraction of resolution rules for
Japanese zero pronouns are automatically iden-
tified if any of the following conditions are met.

e There is a difference between the number of
clauses whose Japanese verb is not aligned
with an English noun, within the Japanese
analysis result, and the number of clauses
within the English analysis result.

e The MT system fails to translate some
words.

e The English Parser is unable to make a full
syntactic structure.

Next, the Japanese zero pronouns in the
Japanese sentences and the translation equiva-
lents of their antecedents in English sentences
are extracted using 10 hand-developed align-
ment rules.

For example, from the zero pronoun in the
ga-case (subject) in the Japanese sentence in

2This process is implemented by using the alignment
method proposed by Nakaiwa (Nakaiwa, 1997b).



aligned sentence pair (2), its antecedent is auto-
matically determined as the subject in the En-
glish sentence (“I”), as shown in the ‘Japanese
Corpus with Antecedent Tags’ block in Figure
1.

3.3 Manual Annotation of Japanese
Zero Pronouns and their
Antecedents

With Japanese monolingual corpora, an analyst
who wants to make resolution rules for Japanese
zero pronouns in the corpora must annotate
their antecedents by hand. To achieve an ef-
ficient annotation process, we have developed a
tool for annotating antecedents of Japanese zero
pronouns in Japanese sentences within the cor-
pora. This process uses the analysis results of
Japanese sentences (section 3.1.1). The details
of this process are described in the following sec-
tions.

3.3.1

According to the results of the Japanese anal-
ysis in a Japanese-to-English MT system, the
zero pronouns that must be explicitly translated
in English are explicitly annotated in the syn-
tactic and semantic structure of the inputted
Japanese sentences (e.g., example (3)). How-
ever, as we discussed in section 2.3, the sentence
analysis error causes erroneous zero pronouns.
Therefore, the analyst must annotate whether
the zero pronoun candidates in the Japanese
analysis result are actually zero pronouns or
not. For efficiency, the Japanese analysis re-
sults are grouped based on whether the same
features are around zero pronoun candidates as
follows.

Identifying Zero Pronouns

(1) syntactic position of zero pronoun candi-
dates (e.g., ga-case (Subject), o-case (Di-
rect Object)).

(2) syntactic and semantic structure around
zero pronoun candidates (e.g., the types
of conjunctions, verbal semantic attributes,
and the types of modal expressions in unit
sentences with zero pronouns candidates).

Figure 2 shows an example of the display after
grouping zero pronoun candidates according to
their syntactic positions. As shown in the fig-
ure, N1 (ga-case) is the most common syntac-
tic position of zero pronouns in the corpus (866
instances in 724 sentences), and N2 (o-case) is
the next most common (125 instances in 116
sentences).

3.3.2 Annotating Antecedents of Zero
Pronouns

After identifying zero pronouns in the Japanese
sentences, an antecedent for each zero pronoun
is annotated. As with the process of zero pro-
noun identification, zero pronouns are grouped
based on the presence of the same character-
istics around the zero pronouns. To efficiently
annotate the antecedents of zero pronouns, we
also group intrasentential and intersentential
anaphora candidates according to the charac-
teristics around the candidates as follows:

(1) syntactic position of an antecedent candi-
date

(2) syntactic and semantic structures around
an antecedent candidate

(3) syntactic relationship between a unit sen-
tence with a zero pronoun and a unit sen-
tence with an antecedent candidate in the
same sentence (intrasentential) (e.g., a unit
sentence with a zero pronoun is directly
connected to another unit sentence by a
conjunction)

(4) discourse structural relationship (or dis-
tances) between a sentence with a zero pro-
noun and a sentence with an antecedent
candidate (intersentential) (e.g., a sentence
with a zero pronoun is the next sentence
following a sentence with an antecedent
candidate)

For (3), the syntactic structures of unit sen-
tences with zero pronouns are classified, and
the sentences with the same types of syntac-
tic structures are examined. For (4), typical
antecedent candidate relationships for the tar-
get corpus are selected in advance. For exam-
ple, in newspaper articles, the first sentence of
an article often contains the antecedent of a
zero pronoun in another sentence in the article
(Nakaiwa and Ikehara, 1992). The relationship
between sentences should be selected depending
on the target domain to achieve an efficient an-
notating process. An analyst annotates deictic
antecedents of zero pronouns by first selecting
typical antecedent candidates such as “I/we”,
“you”, or “it” in advance and then selecting the
diectic antecedent of a zero pronoun from them.
After an antecedent for a zero pronoun is anno-
tated, other antecedent candidates for the zero
pronoun are displayed as “negative candidates”
in the display of the grouping result.

By grouping antecedent candidates having
the same characteristics, analysts can efficiently
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Figure 2: Display of Grouping Result of Zero Pronouns Candidates according to their Syntactic

Positions

annotate antecedents of zero pronouns by re-
ferring to the antecedent candidates within the
same type of context. Furthermore, by anno-
tating antecedents from the context with high
frequency to low frequency, an analyst can effi-
ciently annotate antecedents in the early stage
of the annotating process.

3.4 Automatic Extraction of
Resolution Rules

Syntactic and semantic features around zero
pronouns and their antecedents are extracted
from Japanese sentences with Japanese anal-
ysis results and with tags for zero pronouns
and their antecedents. The following features,
the effects of which were discussed in Nakaiwa
(1992;1995;1996) are used as conditions of ex-
tracted resolution rules.

e verbal semantic attributes (Nakaiwa et al.,
1994)

e type of modal expression (Kawai, 1987)

e type of conjunction between a unit sentence
with a zero pronoun and a unit sentence
with its antecedent

e syntactic relationship between a unit sen-
tence with a zero pronoun and a unit sen-
tence with its antecedent (intrasentential)

e discourse structural relationship (or dis-
tance) between a sentence with a zero pro-
noun and a sentence with its antecedent
(intersentential)

Rules are automatically extracted by a de-
cision tree learning program, C5.0 (Quinlan.,
1998). Extracted rules are converted to the rule
format used in ALT-J/E.

3.5 Manual Extraction of Resolution
Rules

For the extraction of more reliable resolution
rules with human interaction, a manual rule ex-
traction process from Japanese sentences using
Japanese analysis results and tags for zero pro-
nouns and their antecedents is implemented in
the system. In the same manner as in section
3.3, the five types of features around zero pro-
nouns and their antecedents used in section 3.4
are grouped and sorted by the frequencies of the
grouped items. Therefore, wide coverage rules
are efficiently extracted in the early stage of the
extraction process. This is also effective for rule
extraction by taking into account zero pronouns
with the same types of context. The reliabil-
ity of the extracted rules is also examined in
this stage by calculating the number of applied
zero pronouns for each rule and the number of
successfully resolved zero pronouns by referring
to antecedent tags for zero pronouns. Before
the extracted rules are added to the rule set
used in ALT-J/E, inclusion relationships be-
tween rules are examined and the priorities of
extracted rules within the rule set are set.

4 Preliminary Evaluation

The performance of the automatic extraction
process from aligned sentence pairs has been
reported in (Nakaiwa, 1997a; Nakaiwa, 1997b).
According to the evaluation result on the au-
tomatic alignment of Japanese zero pronouns
and the English equivalents of their antecedents,
98.4% of all pairs were automatically aligned
correctly in the training data and 94% of all
pairs in unseen test data. Furthermore, ac-
cording to their evaluation of extracted rules
for zero pronouns with deictic references, those



rules created automatically from sentence pairs
correctly resolved 99.0% of the zero pronouns
in the training data and 85.0% of the zero
pronouns in an unseen test data. Therefore,
we only evaluate the manual extraction process
from Japanese monolingual corpora. The effec-
tiveness of the proposed method of manual rule
extraction highly relies on their grouping func-
tion. Therefore, in this evaluation, we examine
the effectiveness of the manual rule extraction
with or without the grouping function.

4.1 Evaluation Method of Manual Rule
Extraction

The effectiveness and efficiency of manual rule
extraction is examined by extracting rules from
3719 Japanese sentences in a test set for evalu-
ating Japanese-to-English MT system (Ikehara
et al.,, 1994). An analyst who is an expert of
zero pronoun resolution in ALT-J/E, extracts
resolution rules using the implemented system
in section 3, which is installed in SUN Sparc
Enterprise 3000, in the following manner.

A. Extraction using the Grouping Function
The grouping, annotation and extraction
are conducted as follows.

Step 1 Zero pronoun candidates are grouped
according to their syntactic positions;
the candidates in the most common
syntactic position, N1 (ga-case) are se-
lected: 866 instances in 724 sentences
(Figure 2)

Step 2 Selected candidates are grouped again
according to their syntactic structure;
the candidates in the most common
syntactic structure, where a unit sen-
tence with a zero pronoun is directly
connected with another unit sentence
by a conjunction, are selected: 315 in-
stances

Step 3 Zero pronouns are annotated for the
selected candidates: 285 out of 315 in-
stances

Step 4 Antecedents of selected zero pronouns
are annotated for 285 zero pronouns
after grouping the type of conjunc-
tions.

Step 5 Five rules are extracted from 285 zero
pronouns and the required time for
making the rules is recorded.

B. Extraction without using the Grouping
Function
Rules are extracted from sentences with

zero pronoun candidates one by one with-
out using the grouping function in the time
it takes to make the five rules in test A.

The results of two tests are compared by exam-
ining how fast the antecedents of zero pronouns
can be efficiently annotated and how many zero
pronouns can be successfully resolved by using
extracted rules.

4.2 Evaluation Result

Table 1 shows the results of the evaluation. As
shown in this table, zero pronouns and their
antecedents were efficiently annotated in test
A (1.1 min/item and 1.7 min/item using the
grouping function (test A), and 2.5 min/item
and 2.0 min/item without using the grouping
function (test B), respectively). Furthermore,
the rule extraction time and its application and
evaluation time were also shorter in test A than
in test B (1.1 min/item and 2.2 min/item in
test A, and 6.0 min/item and 10.0 min./item
in test B, respectively). This result indicates
that grouping results with annotated informa-
tion is helpful for making rules with wide cover-
age by taking into account the estimated result
of an extracting rule for zero pronouns that will
be applied. Regarding the quality of extracted
rules, test B extracted better rules than test A
(93 % in test A and 100 % in test B). How-
ever, the five problematic zero pronouns in test
A were already noticed by the analyst at the
rule evaluation step. Therefore, new rules for
the zero pronouns with a detailed condition will
be extracted easily by referring to this result.

Table 1: Required Time and Accuracy of Manu-
ally Extracted Rules (required time per zero pronoun
shown in parentheses)

Grouping Function used (A) [ unused (B)
# of Extracted Rules 5 51
Zero Pron. 332 128
Identification (1.1) (2.5)
Required | Antecedent 482 102
Identification (1.7) (2.0)
Rule 7 306
Time Extraction (1.1) (6.0)
Rule Apph- 158 510
cation and (2.2) (10.0)
[min)] Evaluation
Total 1049 1046
(6.0) (20.5)
# of Applied Zero Pron. 72 51
# of Correctly Resolved 67 51
Zero Pron. (93%) (100%)




5 Conclusions

This paper proposed a practical integrated tool
for extracting rules for the anaphora resolu-
tion of zero pronouns from monolingual and/or
bilingual corpora. According to the preliminary
evaluation of the manual rule extraction pro-
cess, antecedent tags for zero pronouns can be
efficiently annotated and rules are efficiently ex-
tracted from Japanese monolingual corpora by
using the tool’s grouping function. In the fu-
ture, we will examine the effectiveness of the
proposed method for both monolingual and
bilingual corpora. We will also examine the
most effective combined strategies for the ex-
traction of resolution rules by using both auto-
matic and manual processes.
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ABSTRACT

Various kinds of video recordings have discourse
structures. Therefore, it is important to determine
how video segments are combined and what kind
of coherence relations they are connected with. In
this paper, we propose a method for estimating the
discourse structure of video news reports by ana-
lyzing the discourse structure of their transcripts.

1. INTRODUCTION

A large number of studies have been made on video
analysis, especially segmentation, feature extrac-
tion, indexing, and classification. On the other
hand, little attention has been given to the dis-
course structure (DS) of video data.

Various kinds of video recordings, such as dra-
mas, documentaries, news reports, and sports cast-
ings, have discourse structures. In other words,
each video segment of these video recordings is re-
lated to previous ones by some kind of relation
(coherence relation) which determines the role of
the video segments in discourse. For this reason,
it is important to determine how video segments
are combined and what kind of coherence relations
they are connected with. In addition, Nagao et.al
proposed a method for multimedia data summa-
rization using GDA tags [Nagao 00]. However, the
cost of making GDA tagged data is great. Our
method will be helpful in reducing the annotation
cost.

In this paper, we propose a method for estimat-
ing the discourse structure of video news reports.
Coherence relations between video segments are es-
timated in the following way:

1. a video news article is segmented into shots
by using DCT components,

2. consecutive shots are merged by using speech
information, and

discourse l 1_| 1_|

structure ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

L

discourse structure analysis
(using transcripts )
discourse
A IR | | |
merge shots
(using speech information)
wos [ ][I0 I 0]
segmentation
(using image information)
news video ‘ ‘

Figure 1: Procedure of discourse structure analysis
for news video

3. coherence relations are estimated by using
three kinds of clues in the transcript of the
news video:

e clue expressions indicating a certain re-
lation,

e occurrence of identical /synonymous words/
phrases in topic chaining or topic-dominant
chaining relation, and

e similarity between two sentences in list
or contrast relation.

Figure 1 shows the procedure of discourse structure
analysis for news video. We applied our method to
NHK! News 2. This method is aimed to make the
process of retrieval, summarization, and informa-
tion extraction more efficient.

INippon Hoso Kyokai (Japan Broadcasting Corporation)

2NHK news reports do not have closed captions. Instead
of closed captions, we used scripts which were read out by
newscasters as transcripts.



shot (a)

(I) The US dollar inched up against the yen as the stock market

continued the selling trend in Tokyo today.

shot (b)

(IT) The US currency traded at
145.63-65 yen at 5 p.m. Tokyo.

Figure 2: An example of shots and their transcript in a news video (NHK evening news, August/3/1998)

2. DISCOURSE STRUCTURE AND
VIDEO

Little attention has been given to discourse struc-
ture of video data in image processing. This is be-
cause it is difficult to determine it only by analyzing
image data. In contrast to this, discourse structure
is the subject of a large number of studies in nat-
ural language processing. So several methods for
estimating the discourse structure of a text have
been explored[Sumita 92] [Kurohashi 94]. There-
fore, these methods can be applied to language data
of video data in order to determine discourse struc-
ture in video data.

In addition, some researchers in natural lan-
guage processing showed that the information of
discourse structure is useful for extracting signifi-
cant sentences and summarizing a text [Miike 94]
[Marcu 97]. It suggests that information of video
discourse structure is utilized for extracting signifi-
cant video segments and skimming. It may be use-
ful to look at video skimming and extraction of
significant segments before we discuss some points
about discourse structure analysis because they are
closely related to the discourse structure estima-
tion.

One of the simple ways to skim a video is by
using the pair of the first frame/image of the first
shot and the first sentence in the transcript. How-
ever, this representative pair of image and language
is often a poor topic explanation. To solve this
problem, Zhang, et.al, proposed a method for key-
frame selection by using several image features such
as colors, textures, and temporal features includ-
ing camera operations [Zhang 95]. Also, Smith and
Kanade proposed video skimming by selecting video
segments based on TFIDF, camera motion, human

face, captions on video, and so on [Smith 97]. These
techniques are broadly applicable, however, still
have problems. One is the semantic classification
of each segment. To solve this problem, Naka-
mura and Kanade proposed the spotting by asso-
ciation method which detects relevant video seg-
ments by associating image data and language data
[Nakamura 97]. Also, Watanabe, et.al, proposed
a method for analyzing telops (captions) in video
news reports by using layout and language informa-
tion [Watanabe 96]. However, these studies did not
deal with coherence relations between video seg-
ments.

In contrast to this, several works on discourse
structure have been made by researchers in natural
language processing. Pursuing these studies, we are
confronted with two points of discourse structure
analysis:

e available knowledge for estimating discourse
structure, and

e definition for discourse units and coherence
relations.

First, we shall discuss the available knowledge
for estimating discourse structure. Most studies
on discourse structure have focused on such ques-
tions as what kind of knowledge should be em-
ployed, and how inference may be performed based
on such knowledge (e.g., [Grosz 86], [Hobbs 85],
[Zadrozny 91]). In contrast to this, Kurohashi and
Nagao pointed out that a detailed knowledge base
with broad coverage is unlikely to be constructed
in the near future, and that we should analyze dis-
courses using presently available knowledge. For
these reasons, they proposed a method for estimat-
ing discourse structure by using surface information



in sentences [Kurohashi 94]. In video analysis, the
same problems occurred. Therefore, we propose
here a method for estimating the discourse struc-
ture in a news report by using surface information
in the transcript.

Next, we shall discuss the definition for dis-
course unit and coherence relation. As mentioned,

discourses are composed of segments (discourse units),

and these are connected to previous ones by co-
herence relations. However, there has been a vari-
ety of definitions for discourse unit and coherence
relation. For example, a discourse unit can be a
frame, a shot, or a group of several consecutive
shots. In this study, we consider as a discourse
unit, one or more shots which are associated with
one part of announcer’s speech. For example, shot
(a), (b), and (c) in Figure 2 represent consecutive
shots in the news video “Both yen and stock were
dropped” (Aug/3/1998), while sentence (I) and (IT)
are parts of the transcript. Sentence (I) was spoken
in shot (a) and (b), and correspondingly, sentence
(II) was spoken in shot (c¢). As a result, shot (a)
and (b) were merged and the result was considered
as one discourse unit. On the other hand, shot (c)
alone constituted one discourse unit. We will ex-
plain how to extract the discourse units in Section
3.1.

In contrast to this, coherence relations strongly
depend on the genre of video data: dramas, docu-
mentaries, news reports, sports castings, and so on.
From the number of coherence relations suggested
so far, we selected the following relations for our
target, news reports:

List: S; and S; involve the same or similar events
or states, or the same or similar important
constituents

Contrast: S; and S; have distinct events or states,
or contrasting important constituents

Topic chaining: S; and S; have distinct predica-
tions about the same topic

Topic-dominant chaining: A dominant constituent

apart from a given topic in S; becomes a topic
in Sj

Elaboration: §; gives details about a constituent
introduced in S;

Reason: §; is the reason for S;

Cause: S; occurs as a result of S;

Example: S; is an example of S;

where S; denotes the former segment and S; the
latter.

3. ESTIMATION OF DISCOURSE
STRUCTURE

Our determination of how video segments are com-
bined and what kind of coherence relations are in-
volved is made in the next way:

1. extract discourse units from a news report,

2. extract three kinds of clue information from
transcripts, and then, transform them into
reliable scores for some relations, and

3. choose the connected sentence and the rela-
tion having the maximum reliable score. If
two or more connected sentences have the
same maximum score, the chronological near-
est segment is selected.

3.1. Extraction of Discourse Units

A shot is generally regarded as a basic unit in video
analysis. In this study, however, not only a shot
but also more consecutive ones are considered a
basic unit (discourse unit). This is because there
are some cases where several consecutive shots cor-
respond with one sentences in a transcript. In this
case, these consecutive shots should be regarded
as a discourse unit. In contrast to this, one shot
should be regarded as a discourse unit when it cor-
respond with one or more sentences in a transcript.
In both cases, the start/end point of a discourse
unit often lies in the pause because the announcer
needs to take breath at the end of a sentence. As
a result, discourse units are extracted in the next
way:

1. detect scene cuts in a video by using DCT
components [Iwanari 94],

2. detect speech pauses in the video, and

3. extract the start/end points of discourse units
by detecting the cuts in the pause.

For evaluating this method, we used 105 news re-
ports of NHK News. The recall and precision of
discourse unit detection were 71% and 97%, respec-
tively, while those of scene change detection were
80% and 90%. We modified the extracted discourse
units by hand and used them in the discourse struc-
ture analysis described in Section 3.2. In addition,
each discourse unit was associated with the corre-
sponding sentences in a transcript by hands. This
is because NHK news reports do not have closed
captions.



3.2. Detection of Coherence Relations

In order to extract discourse structure, we use three
kinds of clue information in transcripts:

e clue expressions indicating some relations,

e occurrence of identical /synonymous words/phrases

in topic chaining or topic-dominant chaining
relation, and

e similarity between two sentences in list or
contrast relation.

Then they are transformed into reliable scores for
some relations. In other words, as a new sentence
(NS) comes in, reliable scores for all possible con-
nected sentences and relations are calculated by us-
ing above three types of clues. As a final result, we
choose the connected sentence (CS) and the rela-
tion having the maximum reliable score.

3.2.1. Detection of Clue Expressions

In this study, we use 41 heuristic rules for finding
clue expressions by pattern matching and relating
them to proper relations with reliable scores. A
rule consists of two parts: (1) conditions for rule
application and (2) corresponding relation and re-
liable score. Conditions for rule application consist
of four parts:

e rule applicable range,

e relation of CS to its previous DS,

e dependency structure pattern for CS, and
e dependency structure pattern for NS.

Pattern for CS and NS are matched not for word
sequences but for dependency structures of both
sentences. We apply each rule for the pairs of a CS
and NS. If the condition of the rule is satisfied, the
specified reliable score is given to the corresponding
relation between the CS and the NS.

For example, Rule-1 in Figure 3 gives a score (20
points) to the reason relation between two adjoin-
ing sentences if the NS starts with the expression
“nazenara (because)”. Rule-2 in Figure 3 is applied
not only for the neighboring CS but also for farther
CSs, by specifying the occurrence of identical words
“X” in the condition.

3.2.2. Detection of Word/Phase Chain

In general, a sentence can be divided into two parts:
a topic part and a non-topic part. When two sen-
tences are in a topic chaining relation, the same

Rule-1
range: 1
relation of CS: *
CS: * NS: nazenara
(because)
relation : reason
score: 20

Rule-2
range: *
relation of CS: *

CS: NS: * _;
R X NO
X * j (of) }
rel
* (example) ;

relation : exemplification-present
score: 30

Figure 3: Examples of heuristic rules for clue ex-
pressions

topic is maintained through them. Therefore, the
occurrence of identical/synonymous word/phrase
(the word/phrase chain) in topic parts of two sen-
tences supports this relation. On the other hand,
in the case of topic-dominant chaining relation, a
dominant constituent introduced in a non-topic part
of a prior sentence becomes a topic in a succeeding
sentence. As shown, the word/phrase chain from a
non-topic part of a prior sentence to a topic part
of a succeeding sentence supports this relation.

For these reasons, we detect word /phrase chains
and calculate reliable scores in the next way:

1. give scores to words/phrases in topic and non-
topic parts according to the degree of their
importance in sentences,

2. give scores to the matching of identical /synonymous

words/phrases according to the degree of their
agreement, and

3. give these relations the sum of the scores of
two chained words/phrases and the score of
their matching.

For example, by Rule-a and Rule-b in Figure 4,
words in a phrase whose head word is followed by
a topic marking postposition “wa” are given some
scores as topic parts. Also, a word in a non-topic
part in the sentential style, “ga aru (there is ...)" is
given a large score (11 points) by Rule-c in Figure 4
because this word is an important new information
in this sentence and topic-dominant chaining rela-
tion involving it often occur. Matching of phrases



Topic part Matching
Rule-a Rule-d

pattern: | * wa pattern: X * o« X *

score: 10 score: 5
Rule-b Rule-e
pattern : pattern :
X * X *
" T
score: 8 * wa y y *
score: 8
Non-topic part Rule-f
Rule-c pattern : X _no
pattern: | * ga niyoru }
‘ XY T = (afjby) V"
score: 11 aru score: 6

(thereis)

Figure 4: Examples of rules for topic/non-topic
parts

like “A of B” is given a larger score (8 points) by
Rule-e than that of word like “A” alone by Rule-d
(5 points) in Figure 4.

3.2.8. Calculation of Similarity between Sen-
tences in a Transcript

When two sentences have list or contrast relation,
they have a certain similarity. As a result, we mea-
sure such a similarity for finding list or contrast
relation in the next way. First, the similarity value
between two words are calculated according to ex-
act matching, matching of their parts of speech,
and their closeness in a thesaurus dictionary. Sec-
ond, the similarity value between two word-strings
is calculated roughly by combining the similarity
values between words in the two word-strings with
the dynamic programming method for analyzing
conjunctive structures [Kurohashi 94]. Then, we
give the normalized similarity score between a CS
and an NS to their list and contrast relations as a
reliable score.

4. EXPERIMENTS AND DISCUSSION

For evaluating this method, we used 22 news re-
ports of NHK News. Each report was a few min-
utes in length. The experimental results are shown
in Table 1. As mentioned, news reports of NHK
News do not have closed captions. For this reason,
each video segment (discourse unit) was associated
with the corresponding sentences in a transcript by
hands.

Table 1: Analysis results

Relation Success Failure
List 2 1
Contrast 1 0
Topic chaining 38 11
Topic-dominant chaining 20 2
Elaboration 0 3
Reason 0 0
Cause 4 0
Example 0 0
Total 65 17

Figure 5 shows the video news report we used
in our experiment. As shown, shot (b) and (c)
were merged together because there was no pause
at the cut point between them. Sentence (I), (II),
(III), (IV), and (V) were associated with shot (a),
(b)(c), (d), (e), and (f), respectively. Coherence re-
lations between video segments were estimated in
the following way: a topic-dominant chaining re-
lation was estimated between shot (a) and (b)(c)
because “Prime Minister Obuchi” was found in the
topic part of sentence (II) and in the non-topic part
of sentence (I). The same relation was also esti-
mated between shot (b)(c) and (d) because “the
Fiscal Structural Reform Law” was found in the
topic part of sentence (III) and in the non-topic
part of sentence (II). On the contrary, topic chain-
ing relation was estimated between shot (a) and
(e) because “the Ministry of Finance” was found
in the topic parts of sentence (I) and (IV). In this
case, the system detected also another relation: a
topic-dominant chaining relation between shot (b)
and (e). However, the system selected the former
one because the former exceeded the latter in score.
The system also determined a topic chaining rela-
tion between shot (e) and (f). In this case, the
system additionally detected two other relations:
topic chaining relation between shot (a) and (f),
and topic-dominant chaining relation between shot
(b) and (f). But the relation between (a) and (f)
was chosen, because its reliable score was greater
than the score between (b) and (f) and equal to the
score between (e) and (f), but there the distance
between the shots was greater. Figure 6 shows the
result of this analysis.

As shown in Table 1, 11 topic chaining and
2 topic-dominant chaining relations could not be
extracted. The reasons were (1) the topic words
of the following sentences were omitted ® and (2)

3There are many ellipses in Japanese sentences.



transcript

(I) In accordance with instructions of Prime Minister
Obuchi, the Ministry of Finance will decide about new
guidelines for budget requests which is free from the re-
strictions of the Fiscal Structural Reform Law.

(II) Prime Minister Obuchi called Vice Minister Tanami,
the Ministry of Finance, into the Official Residence, and
instructed him to make new budget request guidelines in
line with the freeze policy of the Fiscal Structural Reform
Law.

(IIT) The Fiscal Structural Reform Law sets upper limits
for expenditures in all categories but social security.

5

- Tty
W
& -

e

(IV) In accordance with prime minister’s instruction, the
Ministry of Finance establishes new guidelines in which
key government expenditures, for example, public works
projects, are permitted to go beyond the limits of the Law.

(V) the Ministry of Finance will decide about the new
guidelines by the middle of the next week, and government
ministries and agencies will submit their budget requests in
accordance with this guideline by the end of the month.

Figure 5: An example of news video (“New guidelines for budget requests”, NHK evening news, Au-
gust/3/1998)



topic-dominant
chaining relation
( Prime Minister Obuchi )

topic chaining relation
(the Ministry of Finance)

topic—dominant
chaining relation
( Fiscal Sructural

Reform Law )

topic chaining relation
(the Ministry of Finance)

Figure 6: The result of discourse structural analysis
for the news video shown in Figure 5

the topic word was changed (e.g., driver — man
who drove the car) or abbreviated. Also, 3 elabo-
ration relations could not be extracted. This was
because there were no clue expressions for the elab-
oration relation in the sentences. However, the sys-
tem could mostly detect clue expressions and oc-
currence of identical/synonymous words,/ phrases.
In some cases (e.g., a compound sentence), there
were many clues for an NS supporting various re-
lations to several CSs. The system could detect
them, however, extracted only one CS and relation.
In this study, we introduce a reliable score for de-
termining the most plausible CS and relation. As
shown in Table 1, this method is useful, however,
we should investigate a method for extracting more
CSs and relations than one when several CSs and
relations exist.

In this study, we assumed that image and lan-
guage data correspond to the same portion of a
news report. For this reason, it is likely that the re-
lation between images slightly differs from the anal-
ysis result when image and language are taken form
different portions (correspondence problem between
image and language).

At the end of this section, we discuss video sum-
marization using discourse structure information.
First, we consider summarization of the news video
shown in Figure 5 with the summarization topic
concerning the Ministry of Finance. The summa-
rization system traces topic chaining relations and
generates video summarization which consists of
shots (a), (e), and (f). Next, we consider summa-
rization of the same news video with the summa-
rization topic concerning the Prime Minister. The
system traces a topic-dominant chaining relation
and generates video summarization which consists

of shot (a), (b), and (c).
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Abstract

We propose a system to align a sound track
and a part of TV drama video contents with
a script. We first use the number of moras
in each sentence of speech line, the sounding
time in a sound track and the shot change
time in the motion image to align them ap-
proximately. Then we perform DP matching
to align a sequence of words obtained from a
speech recognition system applied to a sound
track with each sentence of speech lines in a
script. Confident correspondences obtained
from the DP matching of the words act as
the pivots to improve alignment accuracy it-
eratively. The results show that around a
half of the sentences in a script were aligned
within the differences of up to two seconds.

1 Introduction

Alignment of video to text is essential to
make video contents flexibly reusable. Al-
though it seems to be promising for this
purpose to apply a speech recognition tech-
nology to the sound track of a video con-
tent, speech recognition for a TV drama
or a feature film is actually difficult. The
major obstacle significant in a drama and
film is the poor accuracy of speech recog-
nition. Due to the background music, the
noise from the environment in a location and
audio compression like MPEG, the accuracy
of speech recognition is only around 10-30%.
Thus the result of speech recognition to the
sound track of a drama or film does not have
enough quality to directly reuse the video
contents.

Although the result of speech recognition
is of no use by itself, we still have the script of

a drama or film. Hence alternative method
is to align the script of a drama or film to the
video. Several proporsals have been made to
solve this problem. Yaginuma et al. (Yag-
inuma and Sakauchi, 1996) proposed time
alignment of a TV drama by the physical
shot changes in video, the volume in the
sound track and the number of characters
in the speech lines of the script. However,
the accuracy of alignment by their method
achieved only 70% for a sentence due to lack
of speech recognition in their method.

While speech recognition can improve the
accuracy of alignment, we need to solve a
couple of problems to apply speech recog-
nition to a sound track of a drama or film.
A state-of-the-art speech recognition system
performs speech recognition in a sentence-
to-sentence manner. In addition to that, ap-
plying speech recognition directly to a whole
length of sound track, say 30 minutes or
longer, involves unrealistic costs in both time
and memory. Hence a sound track needs to
be divided into sentences prior to applying a
speech recognition system. Due to the large
number of sentences in a TV drama, it may
result in inferior accuracy to divide a whole
sound track into sentences. We can avoid
this by dividing a sound track roughly first
into, say, logical scenes. Then we apply more
precise segmentation based on the sentences
to the logical scenes.

We developed a system to align each sen-
tence of speech lines in a script written
in Japanese to the corresponding part of a
sound track accompanying the script spoken
in Japanese. Our proposing system consists
of six modules. Figure 1 shows the architec-



ture of our system. Note that “z alignment”
means “alignment of sequences formed from
2” in the rest of this paper.

A sound track
Pivots Logical scene Number of moras
alignment inalogical scene
Roughly aligned
logical scenes
- Time of
] Adjustment of . _J=— shot change
logical scene boundaries in motion image
Aligned
logical scenes
Feedback E Sentence Number of moras
alignment in a sentence
Roughly aligned
sentences
A language model
Speech
recognition generatedlfrom
speech lines
Recognized
¢ words
Word Sentences of
Results of alignment the speech lines
alignment
The sound track
aligned to the
speech lines

Figure 1: The architecture of our system

In section 2, we describe logical scene
alignment and logical scene boundary ad-
justment. The sentence alignment module
is discussed in section 3. We describe the
speech recognition module in 4. Section 5 de-
tails the word alignment module. The mech-
anism of feedback is discussed in section 6.
We present our experimental results in sec-
tion 7 and conclude in section 8.

2 Logical Scene Alignment

The word alignment module in our system
is capable of aligning a scene of only up
to around several thousand words, or sev-
eral minutes. A scene longer than, say, 10
minutes cannot be aligned directly by word-
to-word manner with a practical computa-
tional cost. Hence we need to develop other
means of approximate alignment capable of
handling a scene of 10-30 minutes.

A logical scene in a script can be an al-
ternate of a word to align a sound track to
a script. A logical scene has the following
features:

o A logical scene can be extracted from
a script as easily as a word. A typical
logical scene consists of the scene num-
ber and the title, followed by the speech
lines and directions.

o A logical scene in a motion image often
begins and ends at a shot change. It
can be detected by the shot detection
system which usually uses the change
of color histograms between a couple of
consecutive frames in a motion image.

These facts imply that a logical scene can
be extracted both from a script and motion
image. Hence we adopt a logical scene as an
alternative of a word to align a sound track
to the script. The problem is that a logical
scene may consist of not a single but several
shots. Thus duration of a logical scene needs
to be estimated using the speech lines of a
script.

It is well known in Japanese linguistics
and phonetics that a length of utterance du-
ration in Japanese is basically proportional
to the number of the moras in the uttered
word (Kubozono, 1999). Counting this fact,
we seek the starting and ending time of a
part of the sound track which corresponds to
a logical scene in the script as the first ap-
proximation, so that the duration of sound-
ing segment corresponding to every logical
scene of the script gets proportional to the
number of moras in the logical scene. The
starting and ending time are then adjusted
to the nearest shot change time in the motion
image. The sounding segments in the sound
track are extracted by comparing power of
every 25msec period in the sound track to
the predetermined threshold. The number
of moras in a logical scene is computed by
the pronunciation of the words in the logi-
cal scene obtained from a morphological an-
alyzer. We apply a commercial scene cut
tool (Hitachi, Ltd., 1997) to detect the shot
changes in the motion image.



3 Sentence Alignment

A logical scene generally consists of several
sentences. However, unlike extracting the
logical scenes in a whole drama, it is diffi-
cult to extract the sentences directly from a
sound track or a sequence of image frames.
To segment out each sentence in the sound
track, we apply the method to use the num-
bers of moras and the duration of sounding
segments described in section 2, except that
we seek a part of the sound track correspond-
ing to not a logical scene but a sentence.
Since an utterance of a speech line may not
begin or end at a shot change, we modify the
alignment method proposed in section 2 by
omitting adjustment of starting and ending
time to the nearest shot change time.

4 Speech Recognition
4.1 Language and Acoustic Models

In our system, the words to be uttered are
given as the speech lines of a script in ad-
vance. A word bigram language model used
during speech recognition is generated from
the whole speech lines to improve the ac-
curacy of a speech recognition system. Ev-
ery word in a language model is uttered at
least once, and no other words are uttered
with this tailored language model. This
avoids recognizing words not appearing in
the speech lines.

It also brings about a better accuracy
in speech recognition to choose the acous-
tic model adapted for a speaker. How-
ever, a general method of speaker adapta-
tion has some major problems in our sys-
tem, that is, the speakers in the segments
of the sound track are not given as the in-
put. Furthermore, not only one but several
speakers may utter in a single segment of
the sound track. Thus we cannot determine
a suitable acoustic model prior to speech
recognition. In order to solve this problem,
we perform speech recognition with multi-
ple acoustic models (Ming et al., 1999), say
female and male models, because the differ-
ence of these two models affects the accuracy
of a speech recognition system significantly.
To perform speech recognition simply, these

acoustic models are used in parallel. This
allows us to improve the accuracy of sen-
tence alignment without misselecting a suit-
able acoustic model, described in section 5.2.

4.2 A Speech Recognition System
and Filtering out Noisy Words

We use JULIUS (Ito et al., 1998) as a speech
recognition system. A language model is
generated by applying a Japanese morpho-
logical analyser JUMAN (Kurohashi and
Nagao, 1997) and CMU-Cambridge SLM
Toolkit (Clarkson, 1997) to the speech lines.
We use HMMs of 16 mixed density for tri-
phones of 3000 states as the acoustic models.
HMMs for female and male speakers are used
in parallel.

We postprocess the recognized words in
order to improve the accuracy of sentence
alignment. A speech recognition system
treats unuttering duration in a sound track
as a comma or a full stop. However, these
do not usually match to the commas and full
stops in the speech lines. Thus commas and
full stops in the recognized words and speech
lines are apparently noise in word alignment.
We filter out these noisy words from the rec-
ognized words and the words in the speech
lines prior to word alignment.

5 Word Alignment with DP
Matching

In this module, we align for each of logical
scenes the sequences of the recognized words
to the sentences of the speech lines based
on the similarity between a pair of words.
The similarity between words involved in
this alignment is computed by performing
mora-based DP matching. More precisely,
our word alignment system consists of two
level alignment modules; a word alignment
module for a pair of sentences described in
section 5.2 and a mora alignment for a pair
of words described in section 5.1. To proceed
the word alignment for sentences, the word
alignment module invokes the mora align-
ment module for words interactively.



5.1 Mora Alignment for Words

We describe in this section our mora-based
DP matching. Let A, be a sequence of
moras of a word in a sentence of a speech line
in the script, and B,, be a recognized word
of the speech line, respectively. They are de-
fined as follows(A subscript of m stands for
a mora):

Ay = Hami, @2y oy iy oy amr}t (1)

Bm = {bml,bmg,.. . 7bmJ} (2)

where a,,; is the 7th mora in a word of a
sentence, b,,; is the 7th mora in a recognized
word, I is the number of moras in the word of
a sentence, and .J is the number of the moras
in a recognized word. Then we define a sim-
ilarity between a pair of moras, s,, (@m, bim;)
as follows:

s

Sm (amia bm]) =
Only the vowel of a,,; is
< equal to the vowel of b,,; )
0 (None of the above)

3)
A vowel in a recognized word is more confi-
dent than a consonant in general. Thus we
give a similarity to a pair of moras with the
identical vowel and different consonants as
well. Using the expression (3), we iterate an
expression (6) with the initial conditions of
expressions (4) and (5) as follows to compute

m (amla bmJ):
Im (aml; bml) =0 (4)

9o (@rmiybrut) = G (@ brng) = =09 (5)

9m (amia bm]) = MmaXy=1,2,....p—1
9m ami—q—labmj—l + Sm ami—qabmj>
Im (ami—ly bmj—l) + Sm (amiy bm])
9m (ami—la bmj—q—l) + Sm (amia bmj—q)
+ 23:1 Sm (amia bmj—q+7")

(6)
where p is a parameter to forbid stretching
and shrinking p or more moras locally.

Figure 2 shows the local constraint and
the weights in the expression (6). The black
dots show that the alignment paths can grow
from these dots to (¢,j). The numbers ac-
companied by the paths are the weights of

El
e
o)
(-1j-p)
— + A’
ami-1 ami
Figure 2: The local constraint and the

weights of the paths in mora alignment

them. This constraint assures that the pos-
sible maximum of g¢,, (@1, ,bms,,) does not
depend on J,,. We iterate the expression
(6) until g,,, (@m1,,, bms,, ) gets computed. Fi-
nally, the similarity between A,, and B,, is
defined as follows:

9 (@m1, bng) + =g (Ap # Bn)
2
(gm (amla bmJ) + ﬁ) (Am = Bm)
(7)
The second term in the expression (7) is in-
cluded to discourage matching words with
excess difference between the numbers of the
moras. If A,, = B,, i.e. they have the
identical pronunciation with each other, we
square ¢ (ami,,s bma,,) + ﬁ to give
higher similarity to these words correspond-
ing to each other. We use S,, (A, By) in
word alignment for sentences, described in
section 5.2.

5.2 Word Alignment for Sentences

Word alignment algorithm for sentences is
also DP matching as well as the mora align-
ment for words is. Let €, and D,, be a se-
quence of words in a sentence and a recog-
nized word of the speech line, respectively.
They are defined as follows(A subscript of w



stands for a word):

Scw)  (8)
iy dyr}t (9)

where c,,; is the ith word in the whole sen-
tence of the speech line, d,,; is the jth word
in the recognized words, [ is the number of
words in the whole sentences, and .J is the
number of the recognized words. Then we
define a similarity between a pair of words,
Sw (Cwi, dy;) using the results of the mora
alignment module for words described in sec-
tion 5.1 as follows:

Sw (Cwiadu)j) = S’m (AmHBm]) (10)

where A,,; and B,; are the sequences of
moras in the words ¢,; and d,,; respectively,
and Sy, (Ami, Bnj) is defined in the expres-
sion (7). Using the expression (10), we iter-
ate an expression (13) with the initial condi-
tions of expressions (11) and (12) as follows
to compute ¢y, (¢ur1, dws):

Cw = {Cut,Cw2y- ) Cuiy--

Dw = {dw17dw2a"'

(11)

(12)

Guw (Cwladwl) =0

Guw (Cwiadwl> =49 (Cwlﬁdwj> = —00

Guw (Cwia dwj) = MaXy=1,2,...,p—1
Guw (Cwi—q—la du)j—l) + 25w (Cwi—q; dw])
+ 23=1 Sw (Csi—q+7°7 dw])
Guw (Cwi—la du/j—l) + 23w (Cwia du}j)
Guw (Cu}i—la dwj—q—l) + 25w (Cwia dwj—q)
+ Z;{:l Sw (Cwia dwj—q+7")

(13)
where p is a parameter to forbid stretching
and shrinking p or more words locally.

Figure 3 shows the local constraint and
the weight of the paths. The black dots
show that the alignment paths can grow
from these dots to (z,7). The numbers ac-
companied by the paths are the weights of
them. The expressions (11) and (12) ensure
that the first words in the sequences always
correspond to each other. We iterate the
expression (13) until g,, (c,r, d,s) gets com-
puted.

5.3 Selection of the actually uttered
words

As mentioned in section 4, we obtain two se-
quences of recognized words with female and
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Figure 3: The local constraint and the

weights of the paths in DP matching of the
word sequences

male acoustic models respectively. In order
to select the actually uttered words dynam-
ically between these two sequences, we de-
veloped a method to select the appropriate
sequence upon finding a word d;_; uttered
prior to d;.

fime —» uttering duration

femae

male

Figure 4: Selection of words uttered prior to
d? .
wj

Figure 4 shows our method to select the
words uttered prior to d2. from the words
recognized by acoustic models for female and
male. We select from each of the word se-
quences the words with the nearest ending
time to the beginning time of @2, ; from all of
the words with the ending times prior to the
beginning time of d?ﬂj. For example, we find

dLj,_l and d?ﬂjq as the words uttered prior
to d2,; in figure 4. Then each of d,._, and

d?ﬂjq is substituted into d,;_; to compute

G (cm, d? ) Then the word that gives the

wj



highest g, (cm, 42

wj) is selected as d;—1.

6 Improvement by Feedback

We improve the accuracy of alignment by
fixing confident correspondences in the re-
sult of the word alignment module discussed
in section 5 as fixed pivots in logical scene
alignment.

A confident correspondence should not
consist of short words. Short words in our
system refer to the words of only one or two
moras. Most of such the words are func-
tional words in Japanese. They appear quite
frequently in any speech lines. Moreover, a
speech recognition system may misrecognize
utterances or even noises to end up with spu-
rious functional words. On the contrary, a
correspondence of long words with an iden-
tical pronunciation can be confident. Such a
correspondence shows that the utterance is
recognized correctly with a matching word
in the speech lines. Counting these facts, we
define a confident corresponding word pair
as follows:

e The corresponding words have an iden-
tical pronunciation.

e The pronunciation should have a length
of at least three moras.

We pick up the correspondences satisfying
both of these conditions shown above from
the result of word alignment as the confident
correspondences. Using these confident cor-
respondences as fixed pivots, we realign the
sounding segments of sound track with each
logical scenes and sentences of the speech
lines, and reperform the speech recognition
and word alignment described in section 2-5,
respectively.

7 Experimental Results

We evaluated the alignment accuracy of our
system experimentally. Table 1 shows the
sample scene for our experiment.

We first counted for each cycle of iter-
ation the number of the recognized words
with three or more moras and the number of
the aligned sentences including at least one

Table 1: Sample scene

Number of logical scenes 24
Number of sentences 91
Number of words with
502
three or more moras
Duration of the sound
track [min:sec]

14:44

pivot. The results are shown in figure 2 and
3, respectively.

Table 2: The numbers of the recognized
words with three or more moras

| Tteration | No. of words |

Cycle 1 59
Cycle 2 57
Cycle 3 59

Table 3: The numbers of the aligned sen-
tences with at least one pivot

| Iteration | No. of sentences |
Cycle 1 31
Cycle 2 37
Cycle 3 36

Although the numbers of recognized words
shown in table 2 do not cover all of the words
in the script, we can still approximate the
accuracy of speech recognition by these re-
sults. The accuracy of speech recognition
stayed around 12%, indicating a poor qual-
ity of the sample sound track. Nevertheless a
third of the sentences were aligned with piv-
ots. In addition, we gained quite a few num-
ber of newly aligned sentences as iteration
proceeds, as shown in table 3. These results
imply that the pivots in a sentence obtained
in the first cycle diffuse to the neighbour sen-
tences.

In order to investigate the effect of the
pivot gain shown in table 3, we evaluated



the accuracy of alignment by the following
method. We measured the difference be-
tween the utterance beginning/ending time
of the recognized word aligned to the
first /last word of each sentence and the cor-
rect utterance beginning/ending time of the
sentence, which is expressed as €,/¢. hence-
forth. We then counted the number of the
sentences satisfying |¢| < E where € is either
€, or €, and F isone of 1, 3 or 5 seconds. The
average of |¢| for the whole sentences, Av.
was also computed. The results are shown
in table 4.

Table 4: The numbers of the sentences sat-
isfying || < F and the average of |¢]

E

Tteration | € TF] | 3] | 5[5] Av.[s]
o 17 1 31 [ 42 | 169
Cycle 1 =57 135 [ 183
& 1 32 [ 47 | 60 | 34
Cycde2 "6 136 T53 T 101
& 131 [ 55 [ 62 | 99
Cycle 3 e. | 19 | 43 | 53 | 12.0

We can state from these results that our
alignment system can align not only a sen-
tence recognized correctly but also its neigh-
bor sentences. On the other hand, the aver-
age of |e| did not increase in cycle 3 because
the level of noise was extremely higher than
the level of utterance for 21 sentences ut-
tered in a running train. Due to the poor
accuracy of speech recognition of these 21
sentences, we obtained only 5 pivots at most
from these sentences, ending up with the
large Av.s shown in table 4.

8 Conclusion

We proposed a system to align a sound track
and a sequence of image frames with sen-
tences of speech lines in a TV drama. Our
next target is to improve the accuracy of
speech recognition and to seek a promising
application area of our alignment method.
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Abstract

This paper proposes an easy and simple method for
constructing a super-structure on the Web which
provides current Web contents with new value and
new means of use. The super-structure is based on
external annotations to Web documents. We have
developed a system for any user to annotate any
element of any Web document with additional in-
formation. We have also developed a proxy that
transcodes requested contents by considering anno-
tations assigned to them. In this paper, we classify
annotations into three categories. One is linguistic
annotation which helps the transcoder understand
the semantic structure of textual elements. The
second is commentary annotation which helps the
transcoder manipulate non-textual elements such as
images and sounds. The third is multimedia annota-
tion, which is a combination of the above two types.
All types of annotation are described using XML,
and correspondence between annotations and docu-
ment elements is defined using URLs and XPaths.
We call the entire process “semantic transcoding”
because we deal with the deep semantic content of
documents with annotations. The current semantic
transcoding process mainly handles text and video
summarization, language translation, and speech
synthesis of documents including images.

1 Introduction

The conventional Web structure can be considered
as a graph on a plane. In this paper, we pro-
pose a method for extending such planar graph to a
three-dimensional structure that consisting of multi-
ple planar layers. Such metalevel structure is based
on external annotations on documents on the Web.
Figure 1 represents the concept of our approach.
A super-structure on the Web consists of layers
of content and metacontent. The first layer cor-
rensponds to the set of metacontents of base doc-
uments. The second layer corresponds to the set of
metacontents of the first layer, and so on. We gen-
erally consider such metacontent an external anno-
tation. A famous example of external annotations is
external links that can be defined outside of the set

Yoshinari Shirai
NTT Communication

Kevin Squire
Univ. of Illinois
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4 .
External Annotations
& I
More
Understandable
Structure
i p S =
e s

Present World Wide Web

Figure 1: Super-structure on the Web

of link-connected documents. These external links
have been discussed in the XML community but
they have not yet been implemented in the current
Web architecture (W3C XML, 2000).

Another popular example of external annotation
is comments or notes on Web documents created by
people other than the author. This kind of annota-
tions is helpful for readers evaluating the documents.
For example, images without alternative descrip-
tions are not understandable for visually-challenged
people. If there are comments on these images, these
people will understand the image contents by listen-
ing to them via speech transcoding. This example is
explained later in more detail.

We can easily imagine that an open platform for
creating and sharing annotaions would greatly ex-
tend the expressive power and value of the Web.

1.1 Content Adaptation

Annotations do not just increase the expressive
power of the Web but also play an important role
in content reuse. An example of content reuse is, for
example, the transformation of content depending
on user preferences.

Content adaptation is a type of transcoding which
considers a users’ environment such as devices, net-
work bandwidth, profiles, and so on. Such adapta-



tion sometimes also involves a deep understanding
of the original document contents. If the transcoder
fails to analyse the semantic structure of a docu-
ment, then the results may cause user misunder-
standing.

Our technology assumes that external annota-
tions help machines to understand document con-
tents so that transcoding can have higher quality.
We call such transcoding based on annotation “se-
mantic transcoding.”

1.2 Knowledge Discovery

Another use of annotations is in knowledge discov-
ery, where huge amounts of Web contents are au-
tomatically mined for some essential points. Unlike
conventional search engines that retrieve Web pages
using user specified keywords, knowledge miners cre-
ate a single document that satisfies a user’s request.
For example, the knowledge miner may generate a
summary document on a certain company’s product
strategy for the year from many kinds of information
resources of its products on the Web.

Currently, we are developing an information col-
lector that gathers documents related to a topic and
generates a document containing a summary of each
document.

There are many unresolved issues before we can
realize true knowledge discovery, but we can say that
annotations facilitate this activity.

2 External Annotation

We have developed a simple method to associate ex-
ternal annotations with any element of any HTML
document. We use URLs, XPaths, and document
hash codes (digest values) to identify HTML ele-
ments in documents. We have also developed an
annotation server that maintains the relationship
between contents and annotations and transfers re-
quested annotations to a transcoder.

Our annotations are represented as XML format-
ted data and divided into three categories: linguistic,
commentary, and multimedia annotation. Multime-
dia (especially video) annotation is a combination of
the other two types of annotation.

2.1 Annotation Environment

Our annotation environment consists of a client side
editor for the creation of annotations and a server
for the management of annotations.

The annotation environment is shown in Figure 2.

The process flows as follows (in this example case,
HTML files are processed):

1. The user runs the annotation editor and re-
quests an URL as a target of annotation.

2. The annotation server accepts the request and
sends it to the Web server.

Multimedia
Annctation

Linguistic
Annotation

Comrenentay
Arnmotation

Amnotation Database Amnctator
Profiles
7 Register

4:Register URL . 8: Update Profile
Annotation

Annotation Server

SeWeb 1:URL Request
6:a R Contents
3 :Web ) momtlm
Data with

Contents
Annotator

o . . -

2:URL
Request

Figure 2: Annotation environment

3. The annotation server receives the Web docu-
ment.

4. The server calculates the document hash code
(digest value) and registers the URL with the
code to its database.

5. The server returns the Web document to the
editor.

6. The user annotates the requested document and
sends the result to the server with some personal
data (name, professional areas, etc.).

7. The server receives the annotation data and re-
lates it with its URL in the database.

8. The server also updates the annotator profiles.

2.2 Annotation Editor

Our annotation editor, implemented as a Java appli-
cation, can communicate with the annotation server
explained below.

The annotation editor has the following functions:

1. To register targets of annotation to the annota-
tion server by sending URLs

2. To specify any element in the document using
the Web browser

3. To generate and send annotation data to the
annotation server

4. To reuse previously-created annotations when
the target contents are updated

An example screen of our annotation editor is
shown in Figure 3.

The left window of the editor shows the document
object structure of the HTML document. The right
window shows some text that was selected on the
Web browser (shown on the lower right corner). The
selected area is automatically assigned an XPath
(i.e., a location identifier in the document) (W3C
XPath, 2000).
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Using the editor, the user annotates text with lin-
guistic structure (grammatical and semantic struc-
ture, described later) and adds a comment to an
element in the document. The editor is capable of
natural language processing and interactive disam-
biguation. The user will modify the result of the
automatically-analyzed sentence structure as shown
in Figure 4.

[nttp:semcode.rtibm.comcnn.tmi ~|
Fle  Amotation Tag  XPointer

[“undo_|[_Anatze | [_Edi Dependency | Bottm] Prevove [Nex Love] Too] |8

ro010.chil(1 BODY).(1 F)

IWith
HTML Elements | |

the -

© (3 [DOCUMENT]

Undo | [“ExpandAn_| [

] [ Move to Parent

© O3 <HTML>

© O <HeaD>
© [ <BODY bycolor="#FFFFFF" link="#0000{ |
[= P

| With the
Rocky Mountains

/an_ajp/outdoor ajp/amphit
Greenwood np/Village
icame vijust adpla

sre="graduation jpg’" alt="grad | television

a
phalanx of
cameras

as a
backdrop
437
graduates of c
High

School

their

diplomas
at an
emotion
laden
commencement
ceremony

Figure 4: Annotation editor with linguistic structure
editor

2.3 Annotation Server

Our annotation server receives annotation data from
any annotator and classifies it according to the an-
notator. The server retrieves documents from URLs
in annotation data and registers the document hash
codes with their URLSs in its annotation database.
The hash codes are used to find differences between
annotated documents and updated documents iden-
tified by the same URL. A hash code of document in-
ternal structure or DOM (Document Object Model)
enables the server to discover modified elements in
the annotated document (Maruyama et al., 1999).

The annotation server makes a table of annotator
names, URLs, XPaths, and document hash codes.
When the server accepts a URL as a request from
a transcoding proxy (described below), the server
returns a list of XPaths with associated annotation
files, their types (linguistic or commentary), and a
hash code. If the server receives an annotator’s name
as a request, it responds with the set of annotations
created by the specified annotator.

We are currently developing a mechanism for ac-
cess control between annotation servers and normal
Web servers. If authors of original documents do
not want to allow anyone to annotate their docu-
ments, they can add a statement about it in the
documents, and annotation servers will not retrieve
such contents for the annotation editors.

2.4 Linguistic Annotation

The purpose of linguistic annotation is to make
WWW texts machine-understandable (on the ba-
sis of a new tag set), and to develop content-based
presentation, retrieval, question-answering, summa-
rization, and translation systems with much higher
quality than is currently available. The new tag
set was proposed by the GDA (Global Document
Annotation) project (GDA, 2000). It is based on
XML (Extensible Markup Language), and designed
to be as compatible as possible with HTML, TEI
(TEL 2000), CES (CES, 2000), EAGLES (EAGLES,
2000), and LAL (Watanabe, 1999). It specifies
modifier-modifiee relations, anaphor-referent rela-
tions, word senses, etc.

An example of a GDA-tagged sentence is as fol-
lows:

<su><np rel="agt" sense="time0">Time</np>
<v sense="flyl">flies</v>
<adp rel="eg"><ad sense="like0">like</ad>
<np>an <n sense="arrow0">arrow</n></np>
</adp>.</su>

<su> means sentential unit.
<n>, <np>, <v>, <ad> and <adp> mean noun, noun
phrase, verb, adnoun or adverb (including preposi-
tion and postposition), and adnominal or adverbial
phrase, respectively! .

The rel attribute encodes a relationship in which
the current element stands with respect to the
element that it semantically depends on. Its
value is called a relational term. A relational
term denotes a binary relation, which may be a
thematic role such as agent, patient, recipient,
etc., or a rhetorical relation such as cause, con-
cession, etc. For instance, in the above sen-
tence, <np rel="agt" sense="time0">Time</np>
depends on the second

L A more detailed description of the GDA tag set can be
found at http://www.etl.go.jp/etl/nl/GDA/tagset .html.



element <v sense="flyl">flies</v>. rel="agt"
means that Time has the agent role with respect to
the event denoted by flies.

The sense attribute encodes a word sense.

Linguistic annotation is generated by automatic
morphological analysis, interactive sentence parsing,
and word sense disambiguation by selecting the most
appropriate paraphrase. Some research issues on lin-
guistic annotation are related to how the annota-
tion cost can be reduced within some feasible levels.
We have been developing some machine-guided an-
notation interfaces that conceal the complexity of
annotation. Machine learning mechanisms also con-
tribute to reducing the cost because they can gradu-
ally increase the accuracy of automatic annotation.

In principle, the tag set does not depend on lan-
guage, but as a first step we implemented a semi-
automatic tagging system for English and Japanese.

2.5 Commentary Annotation

Commentary annotation is mainly used to annotate
non-textual elements like images and sounds with
some additional information. Each comment can in-
clude not only tagged texts but also other images
and links. Currently, this type of annotation ap-
pears in a subwindow that is overlayed on the orig-
inal document window when a user locates a mouse
pointer at the area of a comment-added element as
shown in Figure 5.
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Figure 5: Comment overlay on the document

Users can also annotate text elements with infor-
mation such as paraphrases, correctly-spelled words,
and underlines. This type of annotation is used for
text transcoding that combines such comments on
texts and original texts.

Commentary annotaion on hyperlinks is also avail-
able. This contributes to quick introduction of tar-
get documents before clicking the links. If there are
linguistic annotations on the target documents, the
transcoders can generate summaries of these docu-
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ments and relate them with hyperlinks in the source
document.

There are some previous work on sharing com-
ments on the Web. For example, ComMentor is
a general meta-information architecture for anno-
tating documents on the Web (Roscheisen et al.,
1995). This architecture includes a basic client-
server protocol, meta-information description lan-
guage, a server system, and a remodeled NCSA Mo-
saic browser with interface augmentations to pro-
vide access to its extended functionality. ComMen-
tor provides a general mechanism for shared an-
notations, which enables people to annotate arbi-
trary documents at any position in-place, share com-
ments/pointers with other people (either publicly or
privately), and create shared “landmark” reference
points in the information space.

Such systems are often limited to particular doc-
uments or documents shared only among a few peo-
ple. Our annotation and transcoding system can
also handle multiple comments on any element of
any document on the Web. Also, a community
wide access control mechanism can be added to our
transcoding proxy. If a user is not a member of a
particular group, then the user cannot access the
transcoding proxy that is for group use only. In the
future, transcoding proxies and annotation servers
will communicate with some secured protocol that
prevents some other server or proxy from accessing
the annotation data.

Our main focus is adaptation of WWW contents
to users, and sharing comments in a community
is one of our additional features. We apply both
commentary and linguistic annotations to semantic
transcoding.

2.6 Multimedia Annotation

Our annotation technique can also be applied to
multimedia data such as digital video. Digital video
is becoming a necessary information source. Since
the size of these collections is growing to huge num-
bers of hours, summarization is required to effec-
tively browse video segments in a short time with-
out losing the significant content. We have devel-
oped techniques for semi-automatic video annota-
tion using a text describing the content of the video.
Our techniques also use some video analysis methods
such as automatic cut detection, characterization of
frames in a cut, and scene recognition using similar-
ity between several cuts.

There is another approach to video annotation.
MPEG-7 is an effort within the Moving Picture Ex-
perts Group (MPEG) of ISO/IEC that is dealing
with multimedia content description (MPEG, 2000).

Using content descriptions, video coded in MPEG-
7 is concerned with transcoding and delivery of
multimedia content to different devices. MPEG-7



will potentially allow greater input from the con-
tent publishers in guiding how multimedia content
is transcoded in different situations and for differ-
ent client devices. Also, MPEG-7 provides object-
level description of multimedia content which allows
a higher granularity of transcoding in which individ-
ual regions, segments, objects and events in image,
audio and video data can be differentially transcoded
depending on publisher and user preferences, net-
work bandwidth and client capabilities.

Our method will be integrated into tools for au-
thoring MPEG-7 data. However, we do not cur-
rently know when the MPEG-7 technology will be
widely available.

Our video annotation includes automatic segmen-
tation of video, semi-automatic linking of video seg-
ments with corresponding text segments, and inter-
active naming of people and objects in video frames.

Video annotation is performed through the follow-
ing three steps.

First, for each video clip, the annotation system
creates the text corresponding to its content. We
employed speech recognition for the automatic gen-
eration of a video transcript. The speech recognition
module also records correspondences between the
video frames and the words. The transcript is not
required to describe the whole video content. The
resolution of the description effects the final quality
of the transcoding (e.g., summarization).

Second, some video analysis techniques are ap-
plied to characterize scenes, segments (cuts and
shots), and individual frames in video. For exam-
ple, by detecting significant changes in the color his-
togram of successive frames, frame sequences can be
separated into cuts and shots.

Also, by searching and matching prepared tem-
plates to individual regions in the frame, the anno-
tation system identifies objects. The user can specify
significant objects in some scene in order to reduce
the time to identify target objects and to obtain a
higher recognition success ratio. The user can name
objects in a frame simply by selecting words in the
corresponding text.

Third, the user relates video segments to text seg-
ments such as paragraphs, sentences, and phrases,
based on scene structures and object-name corre-
spondences. The system helps the user to select
appropriate segments by prioritizing based on the
number of objects detected, camera movement, and
by showing a representative frame of each segment.

We developed a video annotation editor capable
of scene change detection, speech recognition, and
correlation of scenes and words. An example screen
of our video annotation editor is shown in Figure 6.
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Figure 6: Video annotation editor

3 Semantic Transcoding

Semantic transcoding is a transcoding technique
based on external annotations, used for content
adaptation according to user preferences. The
transcoders here are implemented as an extension
to an HTTP (HyperText Transfer Protocol) proxy
server. Such an HTTP proxy is called a transcoding
proxy.

Figure 7 shows the environment of semantic
transcoding.
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Figure 7: Transcoding environment

The information flow in transcoding is as follows:

1. The transcoding proxy receives a request URL
with a client ID.

2. The proxy sends the request of the URL to the
Web server.

3. The proxy receives the document and calculates
its hash code.

4. The proxy also asks the annotation server for
annotation data related to the URL.



5. If the server finds the annotation data of the
URL in its database, it returns the data to the

proxy.

6. The proxy accepts the data and compares the
document hash code with that of the already
retrieved document.

7. The proxy also searches for the user preference
with the client ID. If there is no preference data,
the proxy uses a default setting until the user
gives the preference.

8. If the hash codes match, the proxy attempts
to transcode the document based on the an-
notation data by activating the appropriate
transcoders.

9. The proxy returns the transcoded document to
the client Web browser.

3.1 Transcoding Proxy

We employed IBM’s WBI (Web Intermediaries) as
a development platform to implement the seman-
tic transcoding system (WBI, 2000). WBI is a
customizable and extendable HTTP proxy server.
WBI provides APIs (Application Programming In-
terfaces) for user level access control and easy ma-
nipulation of input/output data of the proxy.

The transcoding proxy based on WBI has the fol-
lowing functionality:

1. Maintenance of personal preferences
2. Gathering and management of annotation data

3. Activation and integration of transcoders

3.2 Text Transcoding

Text transcoding is the transformation of text con-
tents based on linguistic annotations. As a first step,
we implemented text summarization.

Our text summarization method employs a
spreading activation technique to calculate the im-
portance values of elements in the text (Nagao and
Hasida, 1998). Since the method does not employ
any heuristics dependent on the domain and style
of documents, it is applicable to any linguistically-
annotated document. The method can also trim sen-
tences in the summary because importance scores
are assigned to elements smaller than sentences.

A linguistically-annotated document naturally de-
fines an intra-document network in which nodes
correspond to elements and links represent the
semantic relations. This network consists of
sentence trees (syntactic head-daughter hierar-
chies of subsentential elements such as words
or phrases), coreference/anaphora links, docu-
ment/subdivision/paragraph nodes, and rhetorical
relation links.

The summarization algorithm works as follows:

1. Spreading activation is performed in such a
way that two elements have the same activa-
tion value if they are coreferent or one of them
is the syntactic head of the other.

2. The unmarked element with the highest activa-
tion value is marked for inclusion in the sum-
mary.

3. When an element is marked, the following ele-
ments are recursively marked as well, until no
more elements are found:

e the marker’s head
e the marker’s antecedent

e the marker’s compulsory or a priori impor-
tant daughters, the values of whose rela-
tional attributes are agt (agent), pat (pa-
tient), rec (recipient), sbj (syntactic sub-
ject), obj (syntactic object), pos (posses-
sor), cnt (content), cau (cause), cnd (con-
dition), sbm (subject matter), etc.

e the antecedent of a zero anaphor in the
marker with some of the above values for
the relational attribute

4. All marked elements in the intra-document net-
work are generated preserving the order of their
positions in the original document.

5. If a size of the summary reaches the user-
specified value, then terminate; otherwise go
back to Step 2.

The size of the summary can be changed by sim-
ple user interaction. Thus the user can see the sum-
mary in a preferred size by using an ordinary Web
browser without any additional software. The user
can also input any words of interest. The corre-
sponding words in the document are assigned nu-
meric values that reflect degrees of interest. These
values are used during spreading activation for cal-
culating importance scores.

Figure 8 shows the summarization result on the
normal Web browser. The top document is the orig-
inal and the bottom one is the summarized version.

Another kind of text transcoding is language
translation. We can predict that translation based
on linguistic annotations will produce a much better
result than many existing systems. This is because
the major difficulties of present machine translation
come from syntactic and word sense ambiguities in
natural languages, which can be easily clarified in
annotation. An example of the result of English-to-
Japanese translation is shown in Figure 9.

3.3 Image Transcoding

Image transcoding is to convert images into these of
different size, color (full color or grayscale), and res-
olution (e.g., compression ratio) depending on user’s
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Figure 9: Translated document

device and communication capability. Links to these
converted images are made from the original images.
Therefore, users will notice that the images they are
looking at are not original if there are links to similar
images.

Figure 10 shows the document that is summarized

in half size of the original and whose images are re-
duced to one-third. In this figure, the preference
setting subwindow is shown on the right hand. The
window appears when the user double-clicks the icon
on the lower right corner (the transcoding proxy au-
tomatically inserts the icon). Using this window, the
user can easily modify the parameters for transcod-
ing.
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Figure 10: Image transcoding (and preference set-
ting window)

By combining image and text transcodings, the
system can, for example, convert contents to just fit
the client screen size.

3.4 Voice Transcoding

Voice synthesis also works better if the content has
linguistic annotation. For example, a speech synthe-
sis markup language is being discussed in (SABLE,
2000). A typical example is processing proper nouns
and technical terms. Word level annotations on
proper nouns allow the transcoders to recognize not
only their meanings but also their readings.

Voice transcoding generates spoken language ver-
sion of documents. There are two types of voice
transcoding. One is when the transcoder synthesizes
sound data in audio formats such as MP3 (MPEG-
1 Audio Layer 3). This case is useful for devices
without voice synthesis capability such as cellular
phones and PDAs. The other is when the transcoder
converts documents into more appropriate style for
voice synthesis. This case requires that a voice syn-
thesis program is installed on the client side. Of
cource, the synthesizer uses the output of the voice
synthesizer. Therefore, the mechanism of document
conversion is a common part of both types of voice
transcoding.

Documents annotated for voice include some text
in commentary annotation for non-textual elements
and some word information in linguistic annota-
tion for the reading of proper nouns and unknown



words in the dictionary. The document also con-
tains phrase and sentence boundary information so
that pauses appear in appropriate positions.

Figure 11 shows an example of the voice-
transcoded document in which icons that represent
the speaker are inserted. When the user clicks the
speaker icon, the MP3 player software is invoked and
starts playing the synthesized voice data.
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Figure 11: Voice transcoding

3.5 Video Transcoding

Video transcoding employs video annotation that
consists of linguistically-marked-up transcripts such
as closed captions, time stamps of scene changes,
representative images (key frames) of each scene,
and additional information such as program names,
etc. Our video transcoding has several variations,
including video summarization, video to document
transformation, video translation, etc.

Video summarization is performed as a by-
product of text summarization. Since a summa-
rized video transcript contains important informa-
tion, corresponding video sequences will produce a
collection of significant scenes in the video. Sum-
marized video is played by a player we developed.
An example screen of our video player is shown in
Figure 12.

There are some previous work on video sum-
marization such as Infomedia (Smith and Kanade,
1995) and CueVideo (Amir et al., 1999). They create
a video summary based on automatically extracted
features in video such as scene changes, speech, text
and human faces in frames, and closed captions.
They can transcode video data without annotations.
However, currently, an accuracy of their summariza-
tion is not practical because of the failure of auto-
matic video analysis. Our approach to video sum-
marization has sufficient quality for use if the data
has enough semantic annotation. As mentioned ear-
lier, we have developed a tool to help annotators
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Figure 12: Video player with summarization func-
tion

to create semantic annotation data for multimedia
data. Since our annotation data is task-independent
and versatile, annotations on video are worth creat-
ing if the video will be used in different applications
such as automatic editing and information extrac-
tion from video.

Video to document transformation is another type
of video transcoding. If the client device does not
have video playing capability, the user cannot access
video contents. In this case, the video transcoder
creates a document including important images of
scenes and texts related to each scene. Also, the
resulting document can be summarized by the text
transcoder.

Video translation is a combination of text and
voice transcodings. First, a video transcript with
linguistic annotation is translated by the text
transcoder.  Then, the result of translation is
converted into voice-suitable text by the voice
transcoder. Synchronization of video playing and
voice synthesis makes another language version of
the original video clip. This part has not yet been
implemented, but this function will be integrated
into our video player.

The above described transcodings are automat-
ically combined according to user demand, so the
transcoding proxy has a planning machanism to de-
termine the order of activation of each transcoder
necessary for the requested content and user prefer-
ences (including client device constraints).

4 Future Plans

We are planning to apply our technology to knowl-
edge discovery from huge online resources. Anno-
tations will be very useful to extract some essen-
tial points in documents. For example, an anno-
tator adds comments to several documents, and he
or she seems to be a specialist of some particular
field. Then, the machine automatically collects doc-
uments annotated by this annotator and generates
a single document including summaries of the anno-
tated documents.



Also, content-based retrieval of Web documents
including multimedia data is being pursued. Such
retrieval enables users to ask questions in natural
language (either spoken or written).

While our current prototype system is running lo-
cally, we are also planning to evaluate our system
with some open experiments.

5 Concluding Remarks

We have discussed a full architecture for creating
and utilizing external annotations. Using the anno-
tations, we realized semantic transcoding that au-
tomatically customizes Web contents depending on
user preferences.

This technology also contributes to commentary
information sharing and device dependent transfor-
mation for any device. One of our future goals is to
make contents of the WWW intelligent enough to
answer our questions asked using natural language.
We imagine that in the near future we will not use
search engines but will instead use knowledge discov-
ery engines that give us a personalized summary of
multiple documents instead of hyperlinks. The work
in this paper is one step toward a better solution of
dealing with the coming information deluge.
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Abstract

Semantic Annotation is a basic technology for intelli-
gent content and is beneficial in a wide range of content-
oriented intelligent applications. In this paper we present
our work in ontology-based semantic annotation, which
is embedded in a scenario of a knowledge portal appli-
cation. Starting with seemingly good and bad manual
semantic annotation, we describe our experiences made
within the KAZ-initiative. The experiences gave us the
starting point for developing an ergonomic and knowl-
edge base-supported annotation tool. Furthermore, the
annotation tool described are currently extended with
mechanisms for semi-automatic information-extraction
based annotation. Supporting the evolving nature of
semantic content we additionally describe our idea of
evolving ontologies supporting semantic annotation.

1 Introduction

The KAZ-initiative (Knowledge Annotation initiative of
the Knowledge Acquisition community) was launched at
EKAW in 1997 in order to provide semantic access to in-
formation stored in web pages in the WWW. It built on
manual semantic annotation for integration and retrieval
of facts from semantically annotated web pages, which
belonged to members of the knowledge acquisition com-
munity (Decker et al., 1999; Benjamins et al., 1999). The
initiative recently developed into a more comprehensive
concept viz. the KA2 community portal, which allows for
providing, browsing and retrieving information through
various means of ontology-based support (Staab et al.,
2000). All along the way, the usage of semantic anno-
tation as the underpinning for semantics-based fact re-
trieval, integration, and presentation has remained one of
the major cornerstones of the system.

The content of the paper is organized as follows. In
Section 2 we start with a brief introduction to our notion
of a community web portal to set up the context of our
use of semantic annotations. Then, we present the prac-
tical problems we have encountered with manual annota-
tions and the lessons learned from these experiences (cf.
Section 3). In Section 4 the development of annotation
tools is sketched that facilitate manual semantic anno-
tation by following ergonomic considerations about the
process that someone who is annotating information goes
through and inferencing support that provides a compre-

hensive view on what has been annotated, so far. The de-
velopment of an information extraction-based system for
semi-automatic annotation that proposes annotations to
the human who is performing annotations is presented in
Section 5. We conceive semantic annotation as a cyclic
process between the actual task of annotating documents
and the development and adaptation of a domain ontol-
ogy. Incoming information that is to be annotated does
not only require some more annotating, but also contin-
uous adaptation to new semantic terminology and rela-
tionships. This cyclic process of evolving ontologies is
shown in Section 6. Our objective here is to give the
reader a comprehensive picture of what semantic annota-
tion has meant in our application and where it is heading
now.

2 Scenario: Semantic Community Web
Portal

Community web portals serve as high quality informa-
tion repositories for the information needs of particular
communities on the web. A prerequisite for fulfilling
this role is the accessibility of information. In commu-
nity portals this information is typically provided by the
users of the portal, i.e. the portal is driven by the com-
munity for the community. We have been maintaining a
web portal for the Knowledge Acquisition community
and, thus, have gained some experience with the difficul-
ties of providing information for that portal by semantic
annotations.

We here give only a very brief sketch of the KA com-
munity web portal. A broader introduction to the meth-
ods and tools developed in this context can be found in
(Staab et al., 2000). The portal’s main component is On-
tobroker (Decker et al., 1999), that uses ontologies to
provide an integrated view on distributed, heterogenous
information sources. The ontology is the means for cap-
turing domain knowledge in a generic way that provides
a commonly agreed understanding of a domain, which
may be reused and shared within communities or appli-
cations. The ontology can be used to semantically anno-
tate web pages that are accessed by Ontobroker

The Ontobroker system consists of (i) a crawling com-
ponent, (ii) a knowledge base, (iii) an inference engine,
and (iv) a query interface. The crawler collects informa-

thttp://ka2portal.aifb. uni-karlsruhe.de



tion contained in registered web pages and stores it in the
knowledge base. The HTML pages are manually anno-
tated with special semantic tags, a proprietary extension
to HTML that is compatible with common web browsers.
This annotation language is presented in the next section.
Thus, the web crawler establishes the core of the knowl-
edge base, that is enhanced by applying axioms from the
ontology to these ground facts. The ontology is repre-
sented in Frame Logic (Kifer et al., 1995), an object-
oriented and logics-based language. Thus, axioms can be
formulated using a subset of first order logic statements
including object oriented modelling primitives. Finally,
the information stored in the knowledge base or derived
by the inference engine can be accessed using Frame
Logic queries.

3 Manual Semantic Annotations
31 HTML-A

The main source of information for the KA portal stems
from distributed web pages maintained by members of
the KA community. These web pages have been man-
ually annotated to explicitely represent the semantics of
their contents (cf. Figure 1). Since a huge amount of rel-
evant information for most communities is represented in
HTML, we chose to enhance HTML with few semanti-
cally relevant extensions. The resulting annotation lan-
guage HTML-A (Decker et al., 1999) adds to HTML
primitives for tagging instances of concepts, for relat-
ing these instances, and for setting their properties, i.e.
the ontology serves as a schema for semantic statements
in these pages. For all these primitives the HTML an-
chor tag <A> has been extended with a special attribute
onto. This decision implies that the original informa-
tion sources hardly have to be changed to provide se-
mantically meaningful information. The semantic tags
are embedded in the ordinary HTML text in such a way
that standard browsers can still process the HTML pages
and, at the same time, Ontobroker’s crawler can ex-
tract the semantic annotations from them. This kind
of semantic annotation resembles Knuth’s literate pro-
gramming (Knuth, 1984), where few semantically rele-
vant and formal statements are embedded in unstructured
prose text. In Ontobroker, objects (instances of concepts)
are uniquely identified by a URI, i.e. resources in the web
are interpreted as surrogates for real objects like persons,
organizations, and publications. To associate (in HTML)
such an object with a concept from the ontology one
of the following statements can be made in the HTML
source.

<A onto=""http://www.aifb._uni-
karlsruhe.de/studer’ :Researcher"></A>

<A onto="""www9”: InProceedings'></A>

<A onto="page: Institute'></A>

In the schema <A onto=""0:C"></A> of these ex-
pressions O represents the instance and C' represents the

concept. O can either be a global URI, a local part of
a URI (that is expanded by the crawler to a global one),
or one of the special keywords page, body, href, or

tag. These special keywords represent resources rel-
ative to the current tag and the current web page, e.g.
the keyword page represents the URI of the webpage
of this statement. The following statements both define
formally the value of the name attribute of the object rep-
resented by the current page:

<A onto="page[name="Rudi Studer’]''></A>
<A onto="page[name=body]**>Rudi Studer</A>

The keyword body refers to the content of the anchor
tag. Thus, the actual information is rendered by a web
browser and at the same time interpreted formally by
the crawler. Including semantics in this way into HTML
pages reduces redundancy and enhances maintainability,
since changes in the prose part of the page are immedi-
ately reflected in the formal part, as well.

To establish relationships between two objects similar
statements can be made, since binary relations can be
modelled as attributes:

<A onto="page[affiliation="http://www.aifb.uni-
karlsruhe.de’]"></A>
<A onto="page[affiliation=href]"
href="http://www.aifb.uni-karlsruhe.de">
Institut AIFB</A>
<A onto="page[authorOf=href]"
href="publications._html#www9">
Semantic Community Web Portals</A>

The href keyword defines the target of the hypertext
link as an object representing the value of the attribute. If
this link is relative it is expanded to its global URI before

putting the facts into the knowledge base.
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Figure 1: Manually annotating HTML pages with se-
mantic information.

3.2 Experiences

Our experiences with the KA2 initiative were quite dis-
appointing, concerning the information providing pro-
cess. There were about 30 people willing to provide in-
formation from their web pages to Ontobroker. About
15 accepted and were (more or less) able to annotate
their pages. The other 15 needed rather extensive sup-
port from the Ontobroker team. One of our students pre-
pared annotated versions of their homepages. Since the



annotation task was not supported by any tool, severe
problems appeared. First of all, a lot of annotations were
simply syntactically incorrect, i.e. have been rejected by
the parser, for reasons like missing brackets or quotation
marks. This problem has been remedied by providing a
syntax checker that is available online and tests annotated
pages for syntactic correctness.

A second major problem concerned terminology.
Since the ontology was fixed from the beginning, the an-
notations had to strictly conform to the concept and at-
tribute names defined in the ontology. Typing errors, e.g.
onl i ne- Ver si on instead of onl i neVersi on, were
the most prominent in this category.

The last group of problems deals with the semantics of
the annotations:

e The class of some objects had been defined in a
too general manner, e.g. most publications in the
KA2 knowledge base have been categorized sim-
ply as Publ i cat i on instead of Jour nal Arti cl e,
Techni cal Report or another more specific con-
cept. The intention of some ontological terms have
not been completely understood by some providers.
This resulted in things like the classification of a
web page containing a list of publications of some
researcher to be defined as the value of his pub-
I'i cati on attribute. This set valued attribute was
intended to contain a set of publ i cati on objects
and not a single container object. Application of
axioms in the ontology yielded the fact that this
publication list was categorized as a Publ i cati on
which was not intended. On the other hand, query-
ing the knowledge base for all publications of this
researcher resulted in an acceptable answer, namely
a link to this list page. Additionally, each object
should be identified by a single URI. But we expe-
rienced major problems with the use of object iden-
tifiers to refer to certain objects in an unambiguous
way.

e Often, instead of introducing a URI or referring to
an existing object identifier to denote an object, in-
formation providers simply used text from the web
page, e.g. a co-author of a publication was often
identified by a string like “John Doe” instead of the
URI for his home page.

e Similarly, even if object identifiers, i.e. URIs, were
used to refer to remote objects like co-authors, these
URIs often did not match. An implication of these
mismatches is the creation of several objects that
should have been unified into one, e.g. our colleague
Dieter Fensel at some time was represented in the
knowledge base by three object identifiers, each de-
noting an object with some information linked to it.
These information could be integrated only after the
sources of the mismatch had been identified.

e Finally, the overall quantity of semantic annotations
could have been larger, i.e. although some infor-
mation was textually present on the annotated web
pages, this information has not been annotated and,

thus, was invisible for Ontobroker and for its users.
This problem especially occured on pages anno-
tated by our student, due to her lack of deep domain
knowledge.

3.3 Lessons learned

After reviewing the different types of problems, we came
up with a set of lessons learned that may be summarized

by:
e Keep the ontology simple and explain its meaning!
e Support annotators with interactive, graphical tools!

— to help avoid syntax errors and typos of onto-
logical entities,

— to help to correctly choose the most specific
concepts for instances, and

— to provide a list of all known objects of a cer-
tain concept to reduce false co-references (with
a kind of repository of objects)

e Allow importing information from other sources
to avoid annotations where possible, e.g. import
BiBTeX-files for the publications of researchers.

4 Ergonomic and knowledge
base-supported Annotation

Targeting to an ergonomic and intuitive support of the an-
notation task within documents, we developed the anno-
tation tool. It allows the quick annotation of facts within
any document by tagging parts of the text and semanti-
cally defining its meaning via interacting with the dialog
shown in the screenshot of Figure 2. To illustrate the an-
notation process using the annotation tool, we sketch in
the following a small annotation scenario using the an-
notation tool.

Given an ontology, the annotation process usually
starts with tagging one or more phrases in the docu-
ment, an HTML file in our example. This selection
is indicated in the fact (FAKT) field in the right col-
umn of Figure 2. The user selects the appropriate con-
cept in the ontology, depicted in the KLASSE field in
the right column of Figure 2 as an explorer tree view.
In our example, st uder @i f b. uni - kar | sruhe. de is
chosen and the concept AcademicStaff is selected in
the ontology. Therefore, the annotation tool supports
the intuitive and correct choice of the most specific con-
cept for the selected instance. Now, as described in
further detail in (Schnurr and Staab, 2000) the concept
choice of the user triggers the F-Logic inference engine
to search for all known objects of this certain concept
in the knowledge base. The third row (OBJEKT) in the
right column in Figure 2 shows these objects, in our ex-
ample a list of objects of the concept AcademicStaff.
Thus, the user may insert references to the known ob-
jects or add a new object to the knowledge base. In
our example, the user selects ht t p: / / www. ai f b. uni -
kar | sruhe. de/ St af f/ studer.en. htm, the pri-
mary key of the researcher with the last name St uder,



: Time2Search
Datei Bearbeiten Ansicht Fenster 7

olsla] & s [mle] 5||u] =|=|=

[-[olx]

<=2 0| wé@

Adresse

Annotieren Assistenten Suchen

[ ity unikarlsrune de/

| Fakt | [suder@aifbuni-kadsruhe.de

) UNIVERSITY OF KARLSRUHE

Universitdt Karlsruhe (TH), Karlsruhe, Germany

Dr. Rudi Studer

Function:
Professor

E-Mail:

studer@aifb.uni-karlsruhe. de]

Telephone:
++49-(0)721-608-3923/4750

FAX:
++49-(0)721-608-6580

Consulting:
Monday, 11.30 to 12.30 by appointment
(pleage consult our gecretary)

Status

Institute for Applied Computer Science and Formal Description Methods (ATFB),

2 Klasse: | [Academicstaf =l
Objekt. | [Fttp:dbvww.aifb.uni-karlsruhe de/Staff/studer.e - |
T -

ATTRIBUT[WERT! _|WERT2 |WERT3
ﬂ keyward | Professor
name Fudi Studer

phota [ Y

frstName | Fudi

middlehiial
lastName | Studer
address | Insitute for

email mailtojude
phone_|s-3923550
1721683717

= hp: aift.uni-karlsruh; e

Abbrechen

1662000 18:04

Figure 2: Annotation Dialog.

to add his EmaIL address to the knowledge base. If
there would be no corresponding known object in the
knowledge base, the user would have to select Aca-
demi cStaff _Neu to add a new instance. Thereby,
the system automatically creates a primary key for that
new object. In the middle of the right column of
Figure 2, the attributes of the highlighted concept are
shown. The selected part of the document, namely
studer @i f b. uni - kar | sruhe. de in our example,
may now be moved via drag-and-drop to the appropri-
ate attribute, in our example the attribute EmAIL. The
user thereby annotates the selected part of the document.
Clicking the ”R”-button in the middle of the right col-
umn in Figure 2 shows a list of relations linked to the
chosen concept. Selecting one of the indicated relations
gives a list of possible instances, where the relation may
point to. The user picks up the appropriate instance and
thus, links both concepts with the selected relation. The
dialog shown in Figure 2 offers the whole range of an-
notation support to the user. With the features of our
annotation tool, we support annotators with an interac-
tive, graphical means helping to avoid syntax errors. We
support them in choosing the most appropriate concepts
for instances and provide an object repository to identify
existing instances. As indicated in Figure 3, the annota-
tion tool integrates the ontology and the knowledge base
into the editing environment to allow for ergonomic and
knowledge base-supported annotating.

5 Semi-Automatic Annotation

Based on our experiences and the existing annotation
tool for supporting ontology-based semantic annotation
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Figure 3: Ergonomic and inference-supported Annota-
tion.

of texts, we now approach semi-automatic annotation
of natural language texts. We conceive an informa-
tion extraction-based appraoch for semi-automatic anno-
tation, which has been implemented on top of SMES
(Saarbriicken Message Extraction System), a shallow
text processor for German (cf. (Neumann et al., 1997)).
This is a generic component that adheres to several prin-
ciples that are crucial for our objectives. (i), it is fast and
robust, (ii), it realizes a mapping from terms to ontologi-
cal concepts, (iii) it yields dependency relations between
terms, and, (iv), it is easily adaptable to new domains.?
We here give a short survey on SMES in order to pro-
vide the reader with a comprehensive picture of what un-
derlies our system. The architecture of SMES comprises
a tokenizer based on regular expressions, a lexical anal-

2The interlinkage between the information extraction system SMES
and domain ontologies is described in further detail in (Staab et al.,
1999).



ysis component including a word and a domain lexicon,
and a chunk parser. The tokenizer scans the text in order
to identify boundaries of words and complex expressions
like “$20.00” or “Mecklenburg-Vorpommern”?3, and to
expand abbreviations. The lexicon contains more than
120,000 stem entries and more than 12,000 subcatego-
rization frames describing information used for lexical
analysis and chunk parsing. Furthermore, the domain-
specific part of the lexicon associates word stems with
concepts that are available in the concept taxonomy. Lex-
ical Analysis uses the lexicon to perform, (1), morpho-
logical analysis, i.e., the identification of the canonical
common stem of a set of related word forms and the
analysis of compounds, (2), recognition of name enti-
ties, (3), retrieval of domain-specific information, and,
(4), part-of-speech tagging. While the steps (1),(2) and
(4) can be a viewed as standard for information extrac-
tion approaches (cf. (Appeltetal., 1993; Neumannet al.,
1997)), the step (3) is of specific interest for our annota-
tion task. This step associates single words or complex
expressions with a concept from the ontology if a corre-
sponding entry in the domain-specific part of the lexicon
exists. E.g., the expression “Hotel Schwarzer Adler” is
associated with the concept Hotel.
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Figure 4: Semi-automatic Annotation.

SMES includes a chunk parser based on weighted fi-
nite state transducers to efficiently process phrasal and
sentential patterns. The parser works on the phrasal
level, before it analyzes the overall sentence. Gram-
matical functions (such as subject, direct-object) are de-
termined for each dependency-based sentential structure
on the basis of subcategorizations frames in the lexicon.
Our primary output derived from SMES consists of de-
pendency relations (Hudson, 1990) found through lexi-
cal analysis (compound processing) and through parsing
at the phrase and sentential level. Thereby, the gram-
matical dependency relation need not even hold directly
between two conceptually meaningful entities. For in-
stance, in the sentence "The Hot el Schwar zer Adl er
in Rost ock celebrates Christmas.”, “Hotel Schwarzer
Adler” and “Rostock”, the concepts of which appear in
the ontology as Hotel and City, respectively, are not di-
rectly connected by a dependency relation. However, the
preposition “in” acts as a mediator that incurs the con-
ceptual pairing of Hotel with City.

Figure 4 depicts the architecture of the semi-automatic

3Mecklenburg-Vorpommern is a region in the north east of Ger-

many.

annotation tool. Incoming documents are processed us-
ing the information extraction system SMES. SMES as-
sociates single words or complex expressions with a con-
cept from the ontology, connected through the domain
lexicon linkage. Recognized concepts and dependency
relations between concepts are highlighted as suggested
annotations. This mechanism has the advantage that all
relevant information in the document with regard to the
ontology is recognized and proposed to the annotator.
The actual process of annotation is delegated to the an-
notation tool described in section 4.

6 Evolving Ontologies

In the previous sections 3, 4 and 5 we have abstracted
from the interlinkage between evolving ontologies and
the different annotation mechanisms. However, in any
realistic application scenario, incoming information that
is to be annotated does not only require some more an-
notating, but also continuous adaptation to new seman-
tic terminology and relationships. Terms evolve in their
meanings, or take on new meanings as new technologies
are developed, and as existing ones evolve.

The abstraction from the interlinkage between annota-
tion and evolving ontologies resulted in problems, (i) if
the meaning of ontological elements changed, (ii) if the
elements in the ontology became unnecessary and have
been eliminated, or (iii) if new elements have been added
to the ontology. Our experiences have shown that anno-
tation and ontology development and maintenance must
be considered as a cyclic process. Thus, in a realistic an-
notation scenario a feedback loop and tight integration is
required, so that new conceptual structures can be added
to the ontology for supporting the actual task of annotat-
ing documents towards evolving ontologies.

Manual Ontology Engineering. Starting with manual
semantic annotation as described in Section 3 the ontol-
ogy was represented as an ASCII file in FLogic. There
was only few documentation, no browsing was possible,
and it was fixed from the beginning. The process of man-
ual semantic annotation didn’t incorporate the ontology,
so that typing errors were not unusual. One of the more
fundamental problems were incorrect coreferences, be-
cause no interlinkage between new annotated facts and
existing facts was supported.

As described in Section 4 our experiences showed
us the necessity for ergonomic and knowledge base-
supported annotation. We developed a tool which in-
cludes the domain ontology directly in its interface, de-
fines automatically identifiers and references to exist-
ing facts contained in the knowledge base. We also de-
veloped an ontology engineering environment OntoEdit *
supporting the ontology engineer in modeling conceptual
structures.

Semi-Automatic Ontology Engineering. Currently
we are working on the tight integration between seman-

4 A comprehensive description of the ontology engineering environ-
ment OntoEdit and the underlying methodology is given in (Staab and
Maedche, 2000).



tic annotation and ontology engineering. Lexical re-
sources are directly mapped onto concepts and relations
contained in the ontology. The coding nature of ontolo-
gies makes it necessary to account for changes. Hence,
we have been developing methods that propose new con-
ceptual structures to the maintainer of the ontology (cf.
(Maedche and Staab, 2000a)). In parallel, linguistic
resources are gathered, which connect the conceptual
structures with the information extraction system. The
information extraction system supports the engineering
of evolving ontologies as well as the process of extract-
ing annotation-relevantinformation. The underlying idea
is that acquired domain specific knowledge and linguis-
tic resources are connected to natural language using a
tight interplay between ontology and domain lexicon.

In (Maedche and Staab, 2000b) we describe our work
in semi-automatic engineering and learning of domain
ontologies from text. A comprehensive architecture lays
the foundation for acquiring domain ontologies and lin-
guistic resources. The main components of the archi-
tecture are (i) the Text & Processing Management, (ii)
the Information Extraction Server (SMES), (iii) a Lexi-
cal Database and Domain Lexicon, (iv) a Learning Mod-
ule, and (v) the Ontology Engineering Environment On-
toEdit. The architecture has been fully implemented
in the “Ontology Learning”-Environment Text-To-Onto
and lays the foundation for supporting the development
of evolving ontologies from text.

7 Related Work

An approach similar to our first tries of annotating
HTML using ontologies has been developed at the Uni-
versity of Maryland. The SHOE system (Luke et al.,
1997) defines additional tags that can be embedded in
the body of HTML pages. In SHOE there is no di-
rect relationship between the new tags and the original
text of the page, i.e. SHOE tags are not annotations in a
strict sense. In (Heflin et al., 1999), the authors report
of similar observations of the “annotation” process as we
present here.®

When talking about semantic annotations, terms like
XML (Bray et al., 1998) and RDF (Lassila and Swick,
1999) must not be absent. Especially XML (Extensible
Markup Language) earned a lot of attention in the last
two years since its standardisation. XML allows the defi-
nition of individual tags that can be interpreted according
to the user’s will. E.g. XHTML represents an HTML-
like vocabulary to describe the layout of web pages for
browsers, SMIL defines tags that describe complete mul-
timedia documents, or with XMLNews-tags the text of
news can be annotated with rich semantic meaning such
as the location and date of an event. Pure XML vocabu-
laries like these are not sufficient as means for represent-
ing deep semantics, but they can be complemented by
ontologies to achieve a flexible and well understood way
to represent and transfer content (via XML) and at the

5For a further comparison of several ways to represent knowledge
in the WWW (often by means like semantic annotations) refer to (van
Harmelen and Fensel, 1999).

same time to embed the represented facts in a formal and
machine interpretable model of discourse (via the ontol-
ogy). In (Erdmann and Studer, 1999) we show how to
establish such a close coupling automatically.

We expect the relationship of semantic annotations or
semantic metadata with ontologies to be central for the
success of semantic information processing in the future.
The Resource Description Framework (RDF), an (XML-
based) representation format for meta data defined by
the W3C could take a central part in this development,
since an ontology representation mechanism has been
defined on top of the basic RDF primitives. A core lan-
guage introducing notions of classes and relationships
has been proposed to the W3C as RDFS (Brickley and
Guha, 1999). Even richer languages for more elaborate
modeling primitives like symmetric relationships, part-of
relations, or Description-Logic-like subsumption hierar-
chies were proposed in (Erdmann et al., 2000) or (Hor-
rocks et.al., 2000). Thus, RDF could become the means
to represent metadata and ontologies in an open, widely
“spoken” representation and interchange format.

Concerning our mechanisms for semi-automatic se-
mantic annotation described in Section 5 there has been
done only little research. Pustejovsky et al. (Pustejovsky
et al., 1997) describe their approach for semantic index-
ing and typed hyperlinking. As in our approach finite
state technologies support lexical acquisition as well as
semantic tagging. The goal of the overall process is the
generation of so called lexical webs that can be utilized
to enable automatic and semi-automatic construction of
web-based texts.

In (Bod et al., 1997) approaches for learning syntactic
strctures from syntactically tagged corpus has been trans-
ferred to the semantic level, too. In order to tag a text
corpus with type-logical formulae, they created tool en-
vironment called SEMTAGS for semi-automatically en-
riching trees with semantic annotations. SEMTAGS in-
crementally creates a first order markov model based on
existing annotations and proposes a semantic annotation
of new syntactic trees. The authors report promising re-
sults: After the first 100 sentences of the corpus had been
annotated, SEMTAGS already produced the correct an-
notations for 80% of the nodes for the immediately sub-
sequent sentences.

8 Discussion

Based on the KA2 community portal scenario we have
shown in Section 3 how information has been provided
in the beginning. Our lessons learned from this expe-
rience gave us a starting point for developing more ad-
vanced and more user friendly methods for semantically
annotating documents. The methods are combined with
an information extraction system that semi-automatically
proposes new annotations to the user. Our experiences
have shown that semantic annotation and ontology engi-
neering must be considered a cyclic process.

In the future much work remains to be done. First,we
will have to build an integrated system of annotation
and ontology construction. This system will combine



knowledge base-supported, ergonomic annotation, with
an environment and methods for ontology engineering
and learning from text supporting evolving ontologies.
Second, we have to evaluate our annotation mechanisms.
Evaluation in our annotation architecture can be splitted
into several sub-evaluation phases: ergonomic evalua-
tion, evaluation of the ontology, evaluation of the semi-
automatic suggestions, evaluation of the user’s annota-
tions. Third, we will support the RDF standard for rep-
resenting metadata on the web, representing both ontolo-
gies and generated annotated facts in RDF(S). This stan-
dard will make annotated facts reusable and machine-
processable on the web (Decker et al., 2000).
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