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Abstract

A medical publication may or may not present
an outcome. When an outcome is present,
its polarity may be positive, negative or neu-
tral. Information about the polarity of an out-
come is a vital one, particularly for practi-
tioners who use the outcome information for
decision making. We model the problem of
automatic outcome polarity identification as
a three-way document classification problem
and attempt to solve it via supervised machine
learning. We combine domain knowledge and
linguistic features of medical text, and apply
natural language processing to extract features
for the chosen classifiers. We introduce two
novel features — Relative Average Negation
Count and Sentence Signature — and show
that they are effective in improving classifica-
tion accuracy. We also include features, such
as n-grams and semantic orientation of terms,
that have been used for similar text classifica-
tion problems in other domains. Using these
features, we obtain a maximum accuracy of
74.9% for the classification problem. Our ex-
periments suggest that through careful feature
selection, machine learning can be used to
solve this problem.

1 Introduction

The phenomenal growth of biomedical literature has
presented medical practitioners, particularly those
practicing Evidence Based Medicine (EBM), with
the problem of information overload. The popu-
lar practice of EBM requires practitioners to review
medical literature before making clinical decisions
(Sackett et al., 1996; Greenhalgh, 2006). When

reviewing medical publications, EBM practitioners
are mostly interested in identifying the outcomes
presented and their polarities. The polarity of an
outcome can be positive (e.g. the study shows that
drug X is useful for patients suffering from condition
Y), negative (e.g. the study suggests that drug X is
not recommended for patients suffering from condi-
tion Y) or the publication may present a neutral out-
come or may not present an outcome at all (e.g. the
study does not produce conclusive results regarding
the efficacy of drug X for condition Y). Manually as-
sessing the outcomes presented by multiple medi-
cal papers on a given topic is a time-consuming task
and often cannot be efficiently performed at point of
care (Ely et al., 1999). Hence, there is a strong need
for automatic outcome polarity identification tech-
niques to aid the decision making process of practi-
tioners.

1.1 Motivation

In order to appease the problem of information over-
load faced by medical domain experts, research has
focused on information retrieval, automatic sum-
marisation and question answering of medical doc-
uments (Lin and Demner-Fushman, 2007; Fiszman
et al., 2009). Intelligent text processing systems
that perform automatic summarisation and question
answering for this domain can benefit significantly
from techniques that can automatically detect the
polarity of outcomes presented in documents. Such
techniques will be particularly useful for multidocu-
ment summarisation, where the detection of contra-
dictory or consistent outcomes presented in separate
documents is vital. Furthermore, recent research on
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quality assessment of evidence presented in multiple
medical documents has also acknowledged the im-
portance of automatic polarity detection techniques
for measuring consistency of outcomes in medical
articles (Sarker et al., 2011). The research presented
in this paper is motivated by these factors.

1.2 Contribution

We present a supervised learning approach to solve
the problem of outcome polarity identification of
medical publications. We focus particularly on med-
ical publication types that are popularly used in
EBM practice and model the problem as a three-way
classification problem by separating outcomes pre-
sented in medical articles into three classes - Posi-
tive, Negative and No Outcomes. Despite the strong
motivation behind automatic polarity identification
of medical documents, there has not been any con-
crete research work attempting to solve this prob-
lem. We therefore approach this problem by build-
ing on and combining previously applied approaches
for text classification, sentiment analysis, negation
detection and polarity identification. One of the in-
tents of this research work is to explore how the
above mentioned approaches can be applied to the
medical domain. We also present some novel feature
selection ideas and show that some of these features
increase classification accuracy.

2 Related Work

Research work related to ours has taken place un-
der various umbrella terms (depending on the do-
main): sentiment analysis (Pang et al., 2002; Pang
and Lee, 2004), semantic orientation (Turney, 2002),
opinion mining (Pang and Lee, 2008), evidential-
ity (Chafe and Nichols, 1986), subjectivity (Lyons,
1981; Langacker, 1985) and many more. All these
terms refer to the general method of extracting sub-
jectivity or polarity from text (Taboada et al., 2010).
A pioneering work in the area of sentiment anal-
ysis was performed by Pang et al. (2002), who
attempted to automatically classify movie reviews
as positive or negative. The authors applied three
machine learning algorithms – Naive Bayes, Maxi-
mum Entropy and Support Vector Machines (SVMs)
– and using features such as unigrams, bigrams,
part-of-speech tags and adjectives, obtained a max-

imum average accuracy of 82.9% (over three-fold
cross-validations). In their work, the best average
accuracy was produced by the use of unigrams as
features only. Turney’s (2002) work was similar
and involved the use of an unsupervised learning
technique based on the mutual information (seman-
tic orientation) between document phrases and the
words ‘excellent’ and ‘poor’. The semantic orienta-
tion of phrases were automatically computed using
a search engine. His approach classified reviews as
positive if they had a positive average semantic ori-
entation and negative otherwise, achieving accura-
cies between 66% and 84% for different data sets.
Following on from these works, research in this area
has mostly focused on the binary polarity classifica-
tion problem from opinionated pieces of text. Simi-
lar approaches have been applied for classifying the
polarities of product reviews, political speeches and
news. Pang and Lee (2008) provide an in-depth sur-
vey of approaches in this research area. Although
similar in nature, the research work described in this
paper differs significantly from approaches applied
to sentiment analysis approaches for several rea-
sons. The key reason is the complex nature of text in
the medical domain with its domain specific termi-
nologies and semantic relationships between terms
(Athenikos and Han, 2010).

Research work closely related to ours in the med-
ical domain is that by Niu et al. (2005; 2006). In
their work, they perform polarity classification of
sentences, obtained from medical article abstracts,
using machine learning. The authors collect the
abstracts from MEDLINE1 and manually annotate
each sentence into four classes – positive, negative,
no outcome and neutral. Besides using unigrams and
bigrams, the authors also use negations and seman-
tic categories of medical concepts, and introduce
Change Phrases – phrases that indicate the increase
or decrease of a good or bad thing – as features. Pre-
cision and recall are shown to be approximately 79%
over the four classes, using a data set of 1509 sen-
tences and SVMs for learning. Change Phrases in-
dicate the polarity of sentences and the concept is
similar to contextual valence shifters (Polanyi and
Zaenen, 2006; Kennedy and Inkpen, 2006) that have
been successfully applied to sentiment classification

1http://www.nlm.nih.gov/databases/databases medline.html
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research.
We attempt to classify polarities at the document

level, rather than at the sentence level. Our survey
of literature in this domain did not reveal any work
that attempts to address this specific problem despite
its possible usefulness. The task itself is particularly
challenging because each document may, and usu-
ally does, contain multiple sentences with differing
polarities. Additionally, unlike the binary classifica-
tion problem that sentiment analysis is usually mod-
eled as, our work models the problem as a three-way
classification (which, we believe, is the minimum
number of classes required in the case of medical
documents). Machine learning algorithms have been
applied to solve various text classification problems,
including those in the medical domain — such as
identifying high quality medical articles (Kilicoglu
et al., 2009). Among machine learning algorithms,
SVMs (Vapnik, 1995) have clearly been the most
popular for text classification, particularly because
of their ability to robustly handle large feature sets
and find globally optimum solutions (Uzuner et al.,
2009; Taboada et al., 2010). We apply SVMs in our
experiments and compare its performance with some
other popular classifiers.

Another important aspect of our work is negation
detection. Negated terms in medical text usually in-
dicate the presence or absence of specific medical
findings. Additionally, they may also indicate the
polarity of the outcome presented in a medical arti-
cle (e.g., drug X shows no improvement for patients
suffering from condition Y). Recent research work
has shown that information on the polarity of phrase-
level assertions does not improve performance in
a document level classification task (Goldstein and
Uzuner, 2010). However, statistics based on the
presence/absence of negations have not been incor-
porated for text classification in this domain. Nega-
tion identification has shown to markedly improve
performance of medical information retrieval sys-
tems. Therefore, there has been a significant amount
of work on automatic negation detection techniques
in the medical domain, such as the works of Elkin
et al. (2005) and Huang et al. (2007) . Rokach et
al. (2008) provides a detailed survey of negation de-
tection techniques for the medical domain. A popu-
lar and simple negation detection approach is NegEx
(Chapman et al., 2001). It is a powerful, regular-

expression-based algorithm and uses a list of phrases
which, when present in the same sentence as disease
names or findings, are indicative of negation. NegEx
has been translated to other languages due to its ef-
fectiveness. We use a modified version of NegEx for
negation detection in our experiments.

3 Data and Annotation

3.1 Data Collection

When collecting data, our focus was on articles that
are commonly used for EBM. NLP research in the
domain of EBM has shown that despite the pres-
ence of a large number of study types (also referred
to as publication types) in the domain, only spe-
cific study types are commonly used in the prac-
tice2. These study types include Systematic Re-
views, Meta-analyses, Clinical Trials (mostly Ran-
domised Controlled Trials) and Cohort Studies. Al-
though these are the preferred types of studies, Con-
sensus Guidelines, Expert Opinion and Case Studies
are also used in EBM practice when higher quality
articles are not available on a specific topic. Sarker
et al. (2011) provides an analysis of how publication
types are distributed in real-life EBM practice.

To collect our data, we initially identified med-
ical publications, which have been used in EBM
practice, from the ‘Clinical Inquiries’ section of the
Journal of Family Practice3 (JFP). This section of
JFP contains question-answer type evidence based
reviews of specific medical topics that are generated
by experts. The reviews also provide references to
research articles from which the reviews are gener-
ated. We manually obtained a random sample of the
abstracts of these references from MEDLINE using
the PubMed4 interface. We wanted to add diver-
sity to our data set by incorporating article abstracts
that do not belong to the Family Practice domain but
have the potential to be used for EBM. To achieve
this, we collected a sample of article abstracts be-
longing to the study types commonly used in EBM
(mentioned above) directly from MEDLINE using
the PublicationType filter.

2A list of publication types used by PubMed can be found at
http://www.nlm.nih.gov/mesh/pubtypes.html

3http://www.jfponline.com
4http://www.ncbi.nlm.nih.gov/pubmed/
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3.2 Annotation

We manually classified all the collected abstracts
into three classes – Positive, Negative and No Out-
come. During annotation, we use the following def-
initions for the three classes:

Positive: There is a clear indication that a medi-
cal process or intervention produces an outcome that
is beneficial and/or serves its purpose; or a medical
process or intervention is considered to be benefi-
cial overall despite minor adverse effects; or when
comparisons are made between two or more inter-
ventions or processes and the one that is the focus of
the study is mentioned to be better. The following
are two examples of positive outcomes:

‘Depression scores on the Hamilton Rat-
ing Scale for Depression and Clinical
Global Impressions-Severity scale signif-
icantly improved during the bupropion
treatment phase.’

‘In a group of asymptomatic patients with
first episode psychosis and at least one
year of previous antipsychotic drug treat-
ment, maintenance treatment with queti-
apine compared with placebo resulted in
a substantially lower rate of relapse dur-
ing the following year.’

Negative: There is a clear indication that an inter-
vention or process produces an outcome that is not
beneficial at all and/or is clearly not recommended;
or when comparisons are made between two or more
interventions or processes, the one that is the focus
of the study is not mentioned to be the preferred
choice. An example is as follows:

‘There is a suggestion that routine sur-
gical interference may be harmful by in-
creasing the risk of caesarean section, and
this agrees with data from other trials.’

No Outcome: The outcome is neither positive nor
negative or no outcome is specified at all. The latter
can happen for systematic reviews or non-systematic
reviews that do not present a single polarised answer.
Also, when multiple comparisons are made without
a final indication that a single process or intervention
is preferred. The following is an example:

‘There is not an important difference in
the effects of bed rest compared with ex-
ercises in the treatment of acute low back
pain, or seven days compared with two to
three days of bed rest in patients with low
back pain of different duration with and
without radiating pain.’

Our final test data set consists of 520 medical arti-
cle abstracts, containing 9,221 sentences and 61,579
tokens (6,601 types). Among the 520 documents,
199 are annotated as positive, 161 as negative and
160 as no outcome instances. Approximately one-
fourth of our data set consists of articles identified
from JFP, while the rest were collected directly from
MEDLINE using the approach described above.

The annotation was performed by four annotators
(three medical domain experts and one computer
scientist). There was about 40% overlap of the data
among annotators and we computed Fleiss’ Kappa
(κ) to measure the extent of agreement among an-
notators. The formula for this statistic is given by:

κ =
PO − PE

1− PE
(1)

where PO is the observed agreement and PE is the
agreement expected by chance. The κ value we ob-
tained is 70.6%, which falls within the range of val-
ues that is usually termed as “good agreement be-
yond chance”.

3.3 Preliminary Analysis
We perform preliminary manual analysis on a small
data set (separate from the 520 documents men-
tioned above) collected and annotated in the same
fashion. Our analysis suggests that certain phrases
play an important role in polarity determination. For
example, ‘significantly improves’, ‘no difference’,
‘no result’, ‘side effects’, ‘no improvement’ and sim-
ilar phrases occur frequently in our data set and pro-
vide strong indications regarding the polarity. Simi-
larly, negations also provide cues about the polarity
at a document level, e.g., ‘not recommended’. How-
ever, a full abstract may, and usually does contain
multiple occurrences of such phrases and therefore
the presence or absence of these terms in a single
sentence may not be indicative of overall polarity.
Furthermore, our analysis also suggests that the se-
mantic orientation of words in each abstract may
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have a correlation with the polarity of the outcome
presented. For example, terms such as ‘excellent’
tend to occur frequently in positively polarised doc-
uments, while terms such as ‘unsuccessful’ are more
likely to occur in negatively polarised documents. In
our experiments, we explore all these possibilities.
We attempt to combine various sentence level in-
formation to determine overall document polarities.
Specific details about our preliminary analysis are
provided in the next section, where we provide elab-
orate details about our feature selection techniques.

4 Methods

We model the problem of document level outcome
polarity identification as a three-way classification
problem. In this section we describe the features
we use for classification, the feature selection tech-
niques and provide justifications behind the choice
of the selected features. We also attempt to explain
how our feature selection ideas have been influenced
by related research work.

4.1 Feature Sets
4.1.1 N-grams.

Word n-grams have been shown to be very impor-
tant features in text classification problems (Taboada
et al., 2010). We therefore use n-grams (n=1,2,3 and
4) from the article abstracts as our first feature set
for experimentation. We experiment both with n-
gram frequencies and presence. We also experiment
with various combinations of n-grams. During pre-
processing of the texts, we remove stop words and
numbers, stem the individual words using the Porter
stemmer and only keep n-grams with frequencies of
greater than 4 over the whole data set.

We experiment with two further variations of n-
gram feature sets. In the first variation, we only
use n-grams from the conclusion sections of the ab-
stracts. Our preliminary analysis suggests that sen-
tences in the conclusion section of documents are
most informative regarding the overall outcomes.
For abstracts without explicit section headings, we
use the last three sentences.

In our last variation, we replace specific medi-
cal concepts with a generic ‘sem type’ tag. We use
MetaMap5 to identify domain specific concepts as

5http://metamap.nlm.nih.gov/

defined in the UMLS6 (Unified Medical Language
System). The UMLS provides a vast vocabulary of
medical concepts and also broad semantic groups
into which the concepts can be classified. For ex-
ample, all disease names fall under the semantic cat-
egory Disease or Syndrome (dsyn). Replacing each
occurrence of a disease or syndrome name with the
generic tag ensures that the name does not have an
influence on the classifiers used and reduces over-
fitting. Furthermore, it also enables the identifica-
tion of specific term patterns in text that can be used
for classification (explained later). Generic repre-
sentations of medical problems have been used in
text classification tasks in this domain before, and
for our task, we use the same semantic groups as
Uzuner et al. (2009): pathological function, dis-
ease or syndrome, mental or behavioral disfunction,
cell or molecular dysfunction, virus, neoplastic pro-
cess, anatomic abnormality, acquired abnormality,
congenital abnormality and injury or poisoning.

4.1.2 Relative Average Negation Count
As already mentioned, our preliminary analysis

suggests that negations provide cues about the over-
all polarity of an abstract, but the presence of nega-
tion in a single sentence may not determine docu-
ment polarity. Our analysis also suggests that the to-
tal number of negations, or the negation count, over
the whole document is generally greater for docu-
ments presenting a negative outcome than those pre-
senting a positive outcome (the number of negations
in documents presenting no outcomes vary signifi-
cantly). At the same time, the negation count also
tends to increase with the length of the abstracts
and negations towards the end of the abstracts tend
to have greater impact on the final outcome. We
therefore use the Relative Average Negation Count
(RANC) for each document as a feature and define
it as follows:

RANCd =

∑l
i=1(ni ×

i
l )

l
(2)

where d is a medical abstract containing l sentences
in total and ni is a negation detected in sentence i of
the document. The equation shows that each nega-
tion is weighted by its relative position and the sum
of all the weighted negations is divided by the length

6http://www.nlm.nih.gov/research/umls/
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of the document to give RANC. We experimented
with other representations of negations, such as us-
ing a vector of negation terms for each document,
but found RANC to be the most effective.

To count the number of negations in a document,
our algorithm uses a list of negation phrases based
on the list used by NegEx (Chapman et al., 2001).
In particular, NegEx attempts to identify negations
in clinical narratives, and our modifications include
adding negation phrases that commonly appear in
published papers but are not included in NegEx’s
original list (e.g. ‘not statistically’). To calculate
RANC, our algorithm searches each sentence of an
abstract for the presence of any of the terms in our
list. All the matches are summed using equation 2
to give the total negation count.

4.1.3 Semantic Orientation
We add a feature set to assess the effect of the se-

mantic orientation of words on overall document po-
larity. We collect lists of positive and negative words
from the General Inquirer dictionary (Stone et al.,
1966)7. As this list is not specific to the medical
domain, we manually modify both lists by remov-
ing terms that occur frequently in medical domain
texts and whose semantic orientation should not be
taken into account when identifying document po-
larities in this domain. These include terms such
as ’disease’, ’sickness’, ’intervention’, ’death’ and
’discharge’. We have to rely on this time-consuming
strategy since there are no such existing lists for
the medical domain. For each document, we cal-
culate its average semantic orientation, by counting
the number of positive terms and the number of neg-
ative terms, subtracting the latter from the former
and then dividing by the document length.

4.1.4 Change Phrases and Sentence Signatures
We use an approach similar to Niu et al. (2005;

2006) to identify sentence patterns or change
phrases. In their work, the authors use a manually
created list of good, bad, more and less words to
identify patterns in sentences. The authors argue that
the (sentence level) polarity of an outcome is often
determined by how change happens (e.g., a good or
bad thing is increased or decreased). For example,
consider the following sentence:

7Available from http://www.wjh.harvard.edu/ĩnquirer/.

In these three postinfarction trials ACE
inhibitor versus placebo significantly re-
duced mortality.

In the sentence, the word reduce is a less word
while the word mortality is a bad word. Thus the
sentence will have the pattern less-bad indicating
that the sentence has a positive polarity. Similarly
a sentence having the pattern more-good is likely to
have a positive polarity while a sentence with the
pattern more-bad or less-good is likely to have a
negative polarity. In our work, we extend the idea of
change phrases by including negations and medical
semantic types in the patterns. Our intuition is that
negations or semantic types can also significantly in-
fluence the polarity of sentences. For example, con-
sider the following sentence (modified from the pre-
vious one):

In these three postinfarction trials ACE in-
hibitor versus placebo did not reduce mor-
tality.

The change phrase pattern for this sentence would
still be less-bad despite the presence of the negation.
A more correct pattern for the sentence should be
neg-less-bad which incorporates the negation. Sim-
ilarly, the following sentence:

... increased the probability of heart fail-
ure.

has a more-semtype pattern which may be indicative
of negative polarity.

We generate two-term and three-term patterns
from each sentence of each abstract and use them
as a feature set. We call this feature set Sentence
Signatures (SS).

4.2 Classification
Using the four feature sets mentioned in this section,
we test the accuracy of four machine learning clas-
sifiers on our test data set. The four chosen classi-
fiers are — Naive Bayes, Bayes Net, SVMs and C4.5
Decision Tree. Due to the relatively small amount
of annotated data available to us, we perform 10-
fold cross-validation in our experiments. We use
the default implementations of all these classifiers
in the software package Weka8. For the Bayes Net

8http://www.cs.waikato.ac.nz/ml/weka/
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classifier, we use the K2 search algorithm for local
score metrics and the simple estimator for estimating
conditional probability tables. For SVMs, we use
an RBF kernel and John Platt’s sequential minimal
optimisation algorithm (Platt, 1999); and solve our
multi-class problem using pairwise (1-vs-1) classi-
fication. Further details of these classifiers can be
found in the documentation provided with the soft-
ware package.

5 Results and Discussion

Table 1 presents the results of the four classifiers
over various combinations of features. The horizon-
tal lines of the table divide the features into groups
and the best accuracy obtained for a specific group
is shown in bold. The results indicate that the n-
grams play an important role in the classification
problem, which is consistent with findings in other
domains. More specifically, use of uni-, bi- and tri-
grams as features show clear improvements in clas-
sification but adding longer n-grams does not ap-
pear to be beneficial. The results of classification
using n-grams only also show that classification ac-
curacies are not significantly different between the
use of word frequencies (F) and presence (P). Using
n-grams from full abstracts always performs better
than using n-grams from conclusion sentences (C)
only. Replacing medical terms belonging to specific
semantic categories with a generic tag (M) also tends
to give better classification accuracies.

Introduction of RANC and SS as features has a
positive impact on classification accuracies. The
increase in accuracies for our tree-based classifier
(C4.5) upon the addition of RANCs as features is
particularly significant, which is a clear indication
of the importance of this feature set. The highest
accuracy we obtain is 74.9% using SVMs for classi-
fication and n-grams (n=1,2,3), RANCs and SSs as
features. SVMs consistently outperform other clas-
sifiers in all the experiments we present, which is
what we expected based on the success of SVMs in
text classification tasks.

The use of SO as a feature set does not seem
to have a positive effect on classification accura-
cies. This, however, may be due to the absence of
a domain-specific dictionary for semantic orienta-
tion of terms. Despite our modifications of the list

of positive and negative words, this feature set does
not play a role in determining polarity. A more in-
depth analysis of domain specific terms is required
to assess the applicability of this feature set.

Manual analysis of the mis-classified instances re-
veals a number of key reasons behind the classifica-
tion errors. Many systematic and non-systematic re-
views in our data set present outcomes from multiple
trials or studies of both polarities (which is a com-
mon feature of this publication type). Manual anno-
tation of these abstracts is easier because the annota-
tors can take the context of the articles into account
and identify the overall message represented in the
text. When multiple comparisons are presented in
a review without a final polarised outcome, we an-
notated that review as no outcome. However, the
n-grams generated by such articles have similarity
to articles from the positive and negative classes and
are therefore hard to separate automatically.

Furthermore, while RANC plays an important
role in identifying negative polarities, introduction
of this feature also causes some instances, particu-
larly those with no outcomes, to have large RANCs.
This happens when negations occur in multiple
places of the abstract text, but none is associated
with the final outcome. Negation phrases such as
‘no outcome’ and ‘no result’ are common in the No
Outcome class while various forms of negations are
present in articles belonging to the Negative class
(e.g, ‘not recommend’). A deeper analysis of nega-
tions to see which terms occur more frequently in
each of the two classes may reduce this problem.

Finally, the structure and content of the article ab-
stracts vary significantly depending on the type of
study. For example, a meta-analysis is consider-
ably different from a randomised controlled trial. A
more elaborate approach involving identification of
publication types prior to classification and training
and testing classifiers on texts belonging to specific
study types would perhaps yield better results. In-
creasing the size of the training set is also likely to
result in improved accuracy. However, that will also
require significant time contribution for annotation.

6 Conclusion and Future Work

In this work we show that the problem of medical
document polarity identification can be treated as a
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Features Naive Bayes BayesNet SVM C4.5

Unigrams (P) 65.2 62.3 67.7 55.0
Unigrams (F) 65.2 62.3 68.3 55.0
Unigrams (P, C) 61.3 60.8 62.5 53.7
Unigrams (F, C) 61.3 60.8 62.5 53.7
Unigrams (M, P) 66.3 62.7 67.9 55.2
Unigrams (M, F) 66.3 62.7 69.4 55.2
Unigrams (M, P, C) 62.5 60.8 62.9 53.7
Unigrams (M, F, C) 62.5 60.8 62.9 53.7

Unigrams + bigrams (P) 70.4 63.8 72.7 62.3
Unigrams + bigrams (F) 70.4 63.8 72.9 62.3
Unigrams + bigrams (P, C) 66.0 62.7 69.8 60.5
Unigrams + bigrams (F, C) 65.9 62.7 70.0 60.3
Unigrams + bigrams (M, P) 70.1 63.5 73.9 63.7
Unigrams + bigrams (M, F) 66.3 62.7 68.3 60.4
Unigrams + bigrams (M, P, C) 63.1 60.8 65.6 59.0
Unigrams + bigrams (M, F, C) 63.0 61.1 66.3 58.1

N-grams (n=1,2 and 3)(P) 70.6 62.7 74.0 60.6
N-grams (n=1,2 and 3)(F) 70.6 62.7 73.9 60.6
N-grams (n=1,2 and 3)(M, P) 70.8 62.7 74.2 61.3
N-grams (n=1,2 and 3)(M, F) 70.8 62.6 74.0 61.3

N-grams (n=1,2,3 and 4)(P) 70.8 62.3 73.0 61.5
N-grams (n=1,2,3 and 4)(F) 70.8 62.3 72.6 61.5
N-grams (n=1,2,3 and 4)(M, P) 70.8 62.7 72.9 61.3
N-grams (n=1,2,3 and 4)(M, F) 70.6 61.9 72.3 61.3

Unigrams + bigrams + RANC (M, P) 72.1 68.1+ 73.3 70.1+
N-grams (n=1,2 and 3) + RANC (M, P) 71.7 67.3 74.4 68.6

Unigrams + bigrams + RANC + SO(M, P) 71.5 66.7 73.3 67.5
N-grams (n=1,2 and 3) + RANC + SO (M, P) 71.6 66.5 74.4 67.9

Unigrams + bigrams + RANC + SS(M, P) 72.3+ 67.3 73.6 66.5
N-grams (n=1,2 and 3) + RANC +SS (M, P) 72.3+ 66.9 74.9* 68.9

N-grams (n=1,2 and 3) + RANC + SO + SS(M, P) 71.7 67.1 74.7 68.0

Table 1: Classifier accuracies for various combinations of features. (P) represents word presence, (F) represents word
frequencies, (M) indicates medical terms replaced from the text using the generic tag, (C) indicates only conclusion
sentences used. RANC – Relative Average Negation Count, SO – Semantic Orientation, SS – Sentence Signatures.
Best result produced by a combination of features shown in bold. Best overall accuracy indicated by *. Best accuracy
achieved by a specific classifier indicated by +.
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classification problem and machine learning algo-
rithms can be used to solve this problem. Our work
is the first of its kind in this domain and therefore
we incorporate relevant techniques from related re-
search work. Using carefully extracted linguistic
features and domain knowledge, we obtain 74.9%
accuracy on a data set that contains a variety of med-
ical publication types. Post-classification analysis of
our data reveals a number of possible research tasks
that can be performed to further improve classifica-
tion accuracies. Some classification errors can be
attributed to subtle weaknesses in our automatic fea-
ture generation techniques and also the similarity in
content among documents of differing classes.

Incorporating accurate, automatic outcome polar-
ity detection techniques can considerably benefit au-
tomatic summarisation and question answering sys-
tems in this domain. This will require improving the
accuracy of our classifiers and we will address some
possibilities in our future work.

One possibility is to automatically identify the
context when extracting features such as words,
phrases, negations and signatures. Our analysis
showed that in EBM practice, the same article may
have different polarities depending on the query
posed by the practitioner. The context may also be
given by the topic of the article.

Our approach of using conclusion sentences can
be improved through the use of classifiers that can
identify conclusion/outcome sentences from medi-
cal abstracts automatically. Such a classifier has re-
cently been presented by Kim et al. (2011) and it has
been shown to be highly accurate at identifying sen-
tences presenting medical outcomes. Future work
will therefore involve the use of this method of sen-
tence classification and use only sentences classified
as ‘outcomes’.

Since the content of publications in this domain
vary with the publication types, an approach that
automatically detects the publication types followed
by the application of customized feature extraction
techniques is likely to be more accurate. Careful
analysis and ranking of the semantic orientation of
words in this domain can also be effective in obtain-
ing higher classification accuracies.

Finally, it is likely that performance can be im-
proved by using a larger data set. This will also
make it possible to use separate training and test sets

so that the parameters of the classifiers can be opti-
mised based on the training data and then be tested
on the test data.

We will attempt to incorporate all the above-
mentioned ideas in our future work. Considering
the strong motivation behind an approach for auto-
matic polarity detection, improvements in classifi-
cation accuracy will be extremely beneficial for var-
ious automatic text processing applications in this
domain.
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