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Abstract

The ALTA shared tasks are programming
competitions where all participants attempt to
solve the same problem, and the winner is the
system with the best results. The 2011 ALTA
shared task is the second in the series and it
focuses on trying to automatically grade the
level of clinical evidence in medical research
papers. In this paper we describe the task,
present the results of several baselines, and the
results of our method. We apply a sequence
of high precision machine learning classifiers
with varying feature sets for each. In addi-
tion to using n-grams, we incorporate domain
knowledge by representing specific medical
concepts using their semantic categories. We
also apply a specialised rule-based approach
for automatically identifying the publication
types of articles, which is then used as a fea-
ture set. Our approach obtains an accuracy
of 62.84% which is a significant improvement
over the baselines.

1 Introduction

An important step for physicians who practise Evi-
dence Based Medicine (EBM) is the grading of the
quality of the clinical evidence present in the medi-
cal literature. Evidence grading is a manual process,
and the time required to perform it adds to the al-
ready time-consuming nature of EBM practice. It
has been shown that EBM practitioners often do not
pursue evidence based answers to clinical questions
because of the time required (Ely et al., 1999; Ely
et al., 2005). Therefore, there is a strong motivation

for systems that can automatically appraise the evi-
dence present in medical publications and generate
evidence grades on a specialised scale.

The 2011 ALTA shared task addressed the prob-
lem of automatic evidence grading. The goal of the
task was to build a system that can predict the grade
of evidence given a set of medical publications from
which the evidence has been extracted. This is a dif-
ficult task, and as we show below, machine learning
methods that use simple bag-of-word features do not
perform significantly better than a trivial baseline.
We attempt to solve the problem using supervised
machine learning using features such as abstract and
title n-grams and publication types. We employ a set
of classifiers that utilise the different feature sets and
apply them sequentially to obtain an accuracy value
of 62.84%, which is a significant improvement over
the baseline and also the best result obtained among
all the submissions for the shared task.

In the following sections, we provide a brief back-
ground of EBM, evidence grading, and related work
in this area, followed by a description of our meth-
ods and the final results.

2 Evidence Based Medicine and Evidence
Grading

EBM is the ‘conscientious, explicit, and judicious
use of current best evidence in making decisions
about the care of individual patients’ (Sackett et al.,
1996). Current clinical guidelines urge physicians
to practise EBM when providing care for their pa-
tients. Good practice of EBM requires practitioners
to search for the best quality evidence, synthesise
collected information and grade the quality of the
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evidence.

2.1 The Strength of Recommendation
Taxonomy

There are over 100 grading scales to specify grades
of evidence in use today. The Strength of Recom-
mendation Taxonomy (SORT) (Ebell et al., 2004)
is one such grading scale. It is a simple, straight-
forward and comprehensive grading system that can
be applied throughout the medical literature. Con-
sequently, it is used by various family medicine and
primary care journals, such as the Journal of Fam-
ily Practice (JFP)!. SORT uses three ratings — A
(strong), B (moderate) and C (weak) — to specify
the Strength of Recommendation (SOR) of a body of
evidence. In SORT, grade A reflects a recommenda-
tion based on consistent and good-quality, patient-
oriented evidence; grade B reflects a recommenda-
tion based on inconsistent or limited-quality patient-
oriented evidence; and grade C reflects a recom-
mendation based on consensus, usual practice, opin-
ion or disease-oriented evidence. This is the chosen
grading scale for the ALTA shared task.

3 Related Work

Related research has focused mostly on automatic
quality assessment of medical publications for pur-
poses such as retrieval and post-retrieval re-ranking,
where approaches based on word co-occurrences
(Goetz and von der Lieth, 2005) and bibliometrics
(Plikus et al., 2006) have been proposed for improv-
ing the retrieval of medical documents. Tang et al.
(2009) propose a post-retrieval re-ranking approach
that attempts to re-rank results returned by a search
engine, which may or may not be published research
work. However, their approach is only tested in a
specific sub-domain (i.e., Depression) of the medi-
cal domain. Kilicoglu et al. (2009) focus on iden-
tifying high-quality medical articles and build on
the work by Aphinyanaphongs et al. (2005). They
use machine learning and obtain 73.7% precision
and 61.5% recall. These approaches rely heavily
on meta-data associated with the articles, making
them dependent on the database from which the ar-
ticles are retrieved. Hence, these approaches would

'http://www.jfponline.com

not work on publications that do not have associated
meta-data.

The definitions of ‘good-quality evidence’ (Ebell
et al., 2004) suggest that the publication types of
medical articles are good indicators of their quali-
ties. Literature in the medical domain consists of a
large number of publication types of varying qual-
ities>. For example, a randomised controlled trial
is of much higher quality than a case study of a
single patient. Evidence obtained from the former
is thus more reliable. Greenhalgh (2006) mentions
some other factors that influence the grade of an ev-
idence, such as the number of subjects included in a
study and the mechanism by which subjects are al-
located (e.g., randomisation/ no randomisation), but
the latter is generally specified by the publication
type (e.g., randomised controlled trial) of the article.
Recently, Sarker and Moll4 (2010) emphasised on
the importance of publication types for SOR deter-
mination and showed that automatic identification of
high-quality publication types (e.g., Systematic Re-
view and Randomised Controlled Trial) is relatively
simple.

Factors influencing the automatic detection of ev-
idence grades have been explored by Sarker et al.
(2011). In this research work, information such pub-
lication types, publication years, journal titles, and
article titles were obtained from a specialised corpus
and used as features. Publication types were shown
to be the most useful features giving accuracy values
of approximately 68%. This research work is almost
identical to the shared task. The only difference is
that for the shared task, all features are required to
be generated automatically since information from a
specialised corpus is not available.

4 Methods

4.1 Shared Task Data

The data for the shared task consisted of a set of ‘ev-
idences’ with the SOR grade for each. Each evi-
dence was represented as a list of publications from
which the evidence had been generated. Information
for each publication was provided in the form of an

2A list of publication types used by the US
National Library of Medicine can be found at
http://www.nlm.nih.gov/mesh/pubtypes2006.html. This list is
not exhaustive.



41711 B 10553790 15265350

53581 C 12804123 16026213 14627885
53583 B 15213586

52401 A 15329425 9058342 11279767

Figure 1: Sample data for the shared task

XML file per publication obtained from PubMed?
and named according to the publication PubMed ID.
This XML file contained bibliographic data (title,
author, etc), the text of the abstract, and additional
annotations provided by PubMed such as the medi-
cal semantic concepts found in the publication. Two
sets of such data were provided initially for training
(677 evidences) and development time testing (178
evidences), and an additional set was used for testing
the final system (183 evidences).

An additional file contains the information related
to the evidences, their SOR grades, and their publi-
cations (Figure 1). Each line represents an evidence.
The first item in the line is the evidence ID. This is
followed by the SOR grade (A, B, or C), and then
the PubMed IDs of the abstracts that form the ev-
idence. Thus, the first evidence listed in Figure 1
contains the abstracts with PubMed IDs 10553790
and 15265350, and is graded with SOR B.

The evidences were obtained from the corpus de-
scribed by Molld and Santiago-Martinez (2011) ,
which in turn uses the references and SOR judge-
ments present in the ‘Clinical Inquiries’ section of
the website from the Journal of Family Practice.*

4.2 Baselines

The most trivial baseline is to classify all of the el-
ements with majority according to the training set,
which is SOR B. With such a baseline, the accuracy
is 48.63% (CI: 41.50-55.83).

A more complex baseline uses a machine learning
classifier based on bag-of-word features. We tried
with several variants. The best-performing system
uses all non-stop n-grams (n = 1,2,3) from the
abstract after stemming and lowercasing as the fea-
tures, and Naive Bayes as the classifier, and achieves
an accuracy of 45.90%. These results appear worse
than the simpler baseline, though the difference is

3http://www.ncbi.nlm.nih.gov/pubmed/
“Data obtained with kind permission from the publishers.

not statistically significant.

4.3 Preliminary Analysis

In our approach, we built on the work by Sarker et
al. (2011). Our preliminary analysis involved using
simple features such as n-grams and various other
information (including publication types) from the
training set data. As noted above, obtaining signifi-
cant improvements over the ‘majority class’ baseline
was extremely difficult using any classifier. Further-
more, the ‘PublicationType’ tags in the PubMed ar-
ticles did not cover important publication types such
as cohort study and systematic review. As a result,
even the use of these tags did not produce accuracies
greater than 60%. We therefore applied a rule-based
approach for identifying publication types of articles
and used them as features.

4.4 Feature Selection

Our final system utilises three feature sets — n-
grams (semantic types replaced), titles, and publi-

cation types>.

44.1 N-grams

We generated n-grams (n = 1,2,3 and 4) for
each of the abstracts in the training set and replaced
specific medical concepts in the texts with generic
‘sem_type’ tags. We used MetaMap® to identify do-
main specific concepts as defined in the UMLS’
(Unified Medical Language System). The UMLS
provides a vast vocabulary of medical concepts and
also broad semantic groups into which the concepts
can be classified. For example, all disease names
fall under the semantic category Disease or Syn-
drome (dsyn). Replacing each occurrence of a dis-
ease or syndrome name with the generic tag ensures
that the name does not have an influence on the
classifiers used and reduces over-fitting. We used
the same semantic groups as Uzuner et al. (2009):
pathological function, disease or syndrome, mental
or behavioural dysfunction, cell or molecular dys-
function, virus, neoplastic process, anatomic abnor-
mality, acquired abnormality, congenital abnormal-
ity and injury or poisoning. We also preprocessed

SWe have experimented with other features but this combi-
nation produced the best results.

Shttp://metamap.nlm.nih.gov/
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the n-grams by stemming, lowercasing and remov-
ing stop words.

4.4.2 Publication Types

We employed a rule-based approach for automat-
ically identifying publication types of the articles
from their abstracts. It has been shown that such
an approach obtains very accurate results for high
quality publication types (Sarker and Molla-Aliod,
2010). We extended this approach by creating reg-
ular expressions for identifying publication types
such as cohort studies that are not tagged in the
PubMed XML files. We combined the publication
types identified by our rule-based approach with the
publication types given in the articles. For articles
with multiple publication types, we only kept the tag
that represents the highest quality. For example, if
an article was tagged as a Randomised Controlled
Trial, a Clinical Trial, and a Journal Article, we only
kept the Randomised Controlled Trial tag since it
has the highest quality among the three types. In
this way, we identified the publication types of all
articles (total of 23 publication types) and used them
as features.

4.4.3 Titles

Since titles have been shown to be informative
and to produce better results than baseline in the past
(Sarker et al., 2011), we used them as features as
well. We generated uni- and bi-grams from the ti-
tles, preprocessed them (in the same manner as the
n-grams) and used them as features.

4.5 Classification

We modelled the problem of evidence grading as a
three-way classification problem using the above-
mentioned features. Our preliminary analysis re-
vealed that combining a set of features for a sin-
gle classifier does not produce significant improve-
ments over the baseline. Furthermore, beating the
majority class baseline is difficult itself. We, there-
fore, attempted to develop a sequential approach that
would achieve small improvements in accuracy over
the baseline at each step. Thus, we use a sequence
of classifiers that attempt to separate A and C grade
instances from B with high precision. At each step,
instances classified as A or C are removed and the
rest are passed on to the next step. The sequence in

which the classifiers were applied and specific de-
tails about each of them are as follows:

Step 1: Classify all evidences as grade B (majority
class).

Step 2: SVMs with n-grams (n = 1,2, 3,4 and se-
mantic types replaced) as features. Parameters:
cost = 2.0 and v = 0.0. Attribute selection:
Using the information gain measure to select
the top 400 n-grams.

Step 3: SVMs with publication types as features.
For each instance, the frequency of each pub-
lication type is used. Parameters: cost = 1.0
and v = 0.0.

Step 4: SVMs with titles as features. Parameters:
cost = 32.0 and v = 0.002.

The parameters for each of the SVMs were tuned
using the training set for training and the develop-
ment time test set for evaluation. All experiments
were carried out using the software package Weka®.
Each of the above classifiers and their parameters
were chosen based on their precision in classifying
A and C grade evidences. Using this approach, the
classification accuracy increases with each step of
the algorithm as more instances are correctly classi-
fied as A and C.

5 Results and Discussion

For the final evaluation, we trained all our classi-
fiers using the training set and the development test
set, and evaluated the performance using test set in-
stances. Among the 183 instances of the test set,
our classifiers classify 42 as grade A, 124 as grade
B, and 17 as grade C. This achieves an overall ac-
curacy of 62.84%, meaning that 115 instances out
of the 183 were correctly classified. This is signif-
icantly better than the baseline of classifying all in-
stances as grade B, which has an accuracy of 48.63%
(CI: 41.50 — 55.83).

Our results show that extracting specific informa-
tion such as the publication types from text can sig-
nificantly improve accuracy of grading. As Sarker et

8http://www.cs.waikato.ac.nz/ml/weka/



al. (2011) point out, features such as sizes of stud-
ies and consistency among studies play an impor-
tant role in influencing evidence grades. However,
identifying these factors automatically pose difficult
problems themselves.

6 Conclusion

The 2011 ALTA Shared Task turned out to be a dif-
ficult one. A simple bag-of-word baseline does not
significantly improve the results of a trivial majority-
based baseline, and in fact none of the participants
to the shared task managed to achieve results signif-
icantly better than this trivial baseline except us.

We have approached the problem of evidence
grading as a three-way classification problem. We
use three feature sets — n-grams, publication types,
and titles. For the n-grams, we apply generic tags
for specific medical concepts and we obtain publi-
cation type information using a rule-based approach.
By employing a sequence of classifiers that attempt
to identify A and C grade classes with high preci-
sion, our approach obtains an accuracy of 62.84%,
which is a significant improvement over the base-
line.
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