
Dual-Path Phrase-Based Statistical Machine Translation

Susan Howlett and Mark Dras

Centre for Language Technology

Macquarie University

Sydney, Australia

{susan.howlett,mark.dras}@mq.edu.au

Abstract

Preceding a phrase-based statistical ma-

chine translation (PSMT) system by a

syntactically-informed reordering prepro-

cessing step has been shown to improve

overall translation performance compared

to a baseline PSMT system. However, the

improvement is not seen for every sen-

tence. We use a lattice input to a PSMT

system in order to translate simultaneously

across both original and reordered ver-

sions of a sentence, and include a number

of confidence features to support the sys-

tem in choosing on a sentence-by-sentence

basis whether to use the reordering pro-

cess. In German-to-English translation,

our best system achieves a BLEU score of

21.39, an improvement of 0.62.

1 Introduction

Machine translation (MT) is the automatic transla-

tion of text from one human language to another.

Statistical MT accomplishes this through a proba-

bilistic model of the translation process.

In phrase-based statistical MT (PSMT), trans-

lation proceeds by dividing a sentence into se-

quences of adjacent words called phrases, then

translating each phrase and reordering the phrases

according to a distortion model. The distortion

model may be lexicalised but does not typically

incorporate information about the syntactic struc-

ture of the sentence. As such, although PSMT has

been very successful, it suffers from the lack of a

principled mechanism for handling long-distance

reordering phenomena due to word order differ-

ences between languages.

One method for addressing this difficulty is

the reordering-as-preprocessing approach, exem-

plified by Collins et al. (2005) and Xia and Mc-

Cord (2004), where PSMT is coupled with a pre-

processing step that reorders input sentences to

more closely parallel the target language word

order. Although this leads to improved perfor-

mance overall, Collins et al. (2005) show that the

reordering-as-preprocessing system does not con-

sistently provide better translations than the PSMT

baseline on a sentence-by-sentence basis.

One possible reason could be errors in the parse

or the consequent reordering. Chiang et al. (2009)

used features indicating problematic use of syntax

to improve performance within hierarchical and

syntax-based translation. In this work, we want

to see whether syntax-related features can help

choose between original and reordered sentence

translations in PSMT.

We use as our starting point the PSMT system

Moses (Koehn et al., 2007). In order to use fea-

tures within the system’s log-linear model to as-

sess the reliability of syntax, it is necessary to in-

put both variants simultaneously. To do this, we

adapt in a novel way the lattice input of Moses;

we refer to this new system as dual-path PSMT

(§3). We then augment the model with a number of

confidence features to enable it to evaluate which

of the two paths is more likely to yield the best

translation (§3.2). We reimplement the Collins et

al. (2005) reordering preprocessing step and con-

duct some preliminary experiments in German-to-

English translation (§4).

Our results (§5) do not replicate the finding

of Collins et al. (2005) that the preprocessing

step produces better translation results overall.

However, results for our dual-path PSMT system

do show an improvement, with our plain system

achieving a BLEU score (Papineni et al., 2002) of

21.39, an increase of 0.62 over the baseline. We

therefore conclude that a syntactically-informed

reordering preprocessing step is inconsistently of

use in PSMT, and that enabling the system to

choose when to use the reordering leads to im-

proved translation performance.
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2 Background and Related Work

2.1 Phrase-based statistical MT

Phrase-based statistical MT (PSMT) systems such

as Marcu and Wong (2002) and Koehn et al.

(2007) have set the standard for statistical MT for

many years. While successful, these systems make

limited use of linguistic information about the

syntax of the languages which, intuitively, would

seem to be useful. Much research is now focused

on how to incorporate syntax into statistical MT,

for example by using linguistic parse trees on one

or both sides of the translation (e.g. Yamada and

Knight (2001), Quirk et al. (2005)) or by incor-

porating only select aspects of syntactic structure,

such as recursive structure (Chiang, 2007) or dis-

continuous phrases (Galley and Manning, 2010).

One area where this lack of syntactic informa-

tion is felt is the distortion model of the PSMT sys-

tem. This component governs the relative move-

ment of phrases and is the primary means of

dealing with word order differences in transla-

tion. Common options are distance-based mod-

els (where movement is penalised proportionally

to the distance moved) and lexicalised models

(where probability of movement is conditioned

upon the phrase being moved). Without syntactic

information here, PSMT systems lack a principled

way to manage long-distance movements, leading

to difficulty in language pairs where this is needed,

such as English and Japanese or German.

2.2 Reordering-as-preprocessing

The reordering-as-preprocessing approach ad-

dresses the PSMT reordering difficulty by remov-

ing word order differences prior to translation.

This is done with a preprocessing step where the

input sentence is parsed and a reordered alterna-

tive created on the basis of the resulting parse tree.

Our work builds on the reordering-as-

preprocessing approach of Collins et al. (2005).

Working with German-to-English translation,

Collins et al. (2005) parse input sentences with

a constituent-structure parser and apply six

hand-crafted rules to reorder the German text

toward English word order. These rules target the

placement of non-finite and finite verbs, subjects,

particles and negation. The authors demonstrate

a statistically significant improvement in BLEU

score over the baseline PSMT system.

Many other reordering-as-preprocessing sys-

tems exist. Xia and McCord (2004) present a sys-

tem for French–English translation that, instead

of using hand-crafted reordering rules, automati-

cally learns reordering patterns from the corpus.

Automatically-acquired rules may be noisier and

less intuitive than hand-crafted rules but the ap-

proach has the advantage of being more easily ex-

tended to new language pairs. Other examples

of systems include Wang et al. (2007) (manual

rules, Chinese-to-English), Habash (2007) (auto-

matic rules, Arabic-to-English) and Popović and

Ney (2006) (manual rules, Spanish/English-to-

Spanish/English/German).

Despite the success of the reordering-as-

preprocessing approach overall, Collins et al.

(2005) found that in a human evaluation on 100

sentences, there were still several cases in which

the baseline system translation was preferred over

that produced with the reordering. The authors

note this finding but do not analyse it further.

2.3 Features for improved translation

Zwarts and Dras (2008) explore the Collins et

al. (2005) finding by examining whether machine

learning techniques can be used to predict, on

a sentence-by-sentence basis, whether the trans-

lation of the reordered sentence is to be pre-

ferred over the alternative. For features, they

use sentence length, parse probability from the

Collins parser and unlinked fragment count from

the Link Grammar parser on the English side of

the translation. The authors find that, when used

on the source side (in English-to-Dutch transla-

tion), these features provide no significant im-

provement in BLEU score, while as target-side

features (in Dutch-to-English translation) they im-

prove the BLEU score by 1.7 points over and

above the 1.3 point improvement from reordering.

Our work has some similarities to that of Zwarts

and Dras (2008) but uses the log-linear model of

the translation system itself to include features,

rather than a separate classifier that does not per-

mit interaction between the confidence features

and features used during translation.

This idea of using linguistic features to improve

statistical MT has appeared in a number of re-

cent papers. Chiang et al. (2009) demonstrate an

improvement in hierarchical PSMT and syntax-

based (string-to-tree) statistical MT through the

addition of features pinpointing possible errors in

the translation, for example the number of occur-

rences of a particular grammar production rule, or
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non-terminal in a rule. Xiong et al. (2010) derive

features from the Link Grammar parser, in com-

bination with word posterior probabilities, to de-

tect MT errors (in order to subsequently improve

translation quality). Unlike Chiang et al. (2009),

we work with PSMT and use features that consider

the parse tree as a whole or aspects of the reorder-

ing process itself. Unlike Xiong et al. (2010), we

use these features directly in translation.

2.4 Reordering lattices

Our work also bears some similarity to recent

work using a reordering lattice or reordering for-

est as input to the translation system. Examples

include Ge (2010), Dyer and Resnik (2010) and

Zhang et al. (2007). In these systems, the input

structure simultaneously represents many possi-

ble reorderings of a sentence, which are produced

from a single parse and capture all possible com-

binations of individual reordering choices.

Like these systems, we use a complex input

structure to translate across multiple variations

of the sentence simultaneously, and choose be-

tween the resulting translations within the transla-

tion model itself. However, like Zwarts and Dras

(2008), we consider only two possibilities: the

original sentence and the sentence with a partic-

ular reordering process applied in full.

Our work also differs from these lattice-based

systems in that we preserve and incorporate the

standard distortion model of the PSMT system in

a way that the above systems cannot. Where the

lattice-based systems aim to overcome the weak-

nesses of the distortion model by replacing it with

the lattice-creating reordering process, we view

the two components as complementary. This has

an interesting consequence, which we introduce in

§3.1 and discuss further in §5.

Similar to our work and the work in the pre-

vious section, Ge (2010) includes features to as-

sess reordering options, based on the structure of

the resulting tree, for example which nonterminal

appears as the first child and the size of jump re-

quired to reach the nonterminal used as the next

child. In addition to the difference with the dis-

tortion model mentioned above, our work differs

in that Ge (2010) focuses on finding the best re-

ordering using syntactic features plus a few sur-

face and POS-tag features as a way of “guarding

against parsing errors”, whereas we also look at

using features to represent confidence in a parse.

3 Dual-Path PSMT

In this paper, we develop a dual-path PSMT sys-

tem. §3.1 introduces the lattice input format, by

which we provide the system with two variants

of the input sentence: the original and the re-

ordered alternative produced by the preprocessing

step. §3.2 outlines the confidence features that we

include in the translation model to help the system

choose between the two alternatives.

Our system is built upon the PSMT system

Moses (Koehn et al., 2007). For reordering, we

use the Berkeley parser (Petrov et al., 2006) and

the rules given by Collins et al. (2005), but any re-

ordering preprocessing step could equally be used.

Further details of our systems are given in §4.

3.1 Word Lattices

A word lattice is a structure used to efficiently rep-

resent multiple sentences simultaneously. This is

of use, for instance, in translating the output of

a speech recognition system, where there is some

uncertainty about the words of the sentence. The

lattice is a directed, acyclic graph with one source

and one sink node. Each path from source to sink

corresponds to one of the set of sentences being

represented. An example is given in Figure 1.

There exists an approximation to the word lat-

tice structure, called a confusion network. In this

case, every path of the lattice passes through every

node, and epsilon transitions are allowed. While

a confusion network is in general more space-

efficient than a lattice, its paths may include more

sentences than the original set (Koehn, 2010).

In the word lattice, each edge is accompanied

by a transition probability; in speech recognition

output this represents the probability that the edge

is the correct interpretation of the next part of the

signal, with the probabilities on all of the transi-

tions out of a single node summing to one. The

probability of one path in the lattice (and therefore

one sentence in the set) is the product of the prob-

abilities on the transitions that make up the path.

This path probability becomes one feature in the

system’s translation model.

Moses can be used with word lattice input. Typ-

ically, training proceeds as in the baseline case, ex-

tracting and scoring phrase pairs from plain paral-

lel sentence data. The lattice structure first appears

in tuning, where Moses determines the weight to

assign to the transition probability feature, which

is then used to translate lattices during evaluation.
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Bin # in training Expected # in tuning

1–2 104,296 2,133
3–5 89,383 1,828
6–8 46,695 955
9–12 27,484 562
13–16 10,935 234
17–20 4,739 97
21–25 2,610 53
26–30 1,115 23
31–35 498 10
36+ 455 9

Table 1: Jumps seen in the training set of 100,269

sentence pairs, and the expected number for each

bin in the tuning set of 2,051 sentence pairs, if the

two corpora have a similar distribution.

3.2.2 Inclusion in the translation model

Recall that our input lattice consists of two disjoint

paths. The only choice occurs at the first node of

the lattice, where there are two options; all other

nodes have precisely one outgoing transition.

Of the two transitions out of the first node of

the lattice, one is for the original sentence and the

other for the reordered variant. On the original

sentence transition, we put the value 1 for the in-

dicator feature and 0 for the remaining 23 confi-

dence features. On the reordered sentence transi-

tion, we put 0 for the indicator feature and for all

other features the value as specified in §3.2.1.

For all the other transitions in the lattice, where

there is no branching, we put the value 0 for all 24

confidence features. This means that these edges

do not contribute to the scores for each path, and

so the overall feature values for each path are the

same as those of its first edge. The numbers beside

each edge in Figure 2 demonstrate the result with

the first four features. Note that all translation can-

didates for a given path will share the same feature

values; the features distinguish between paths, not

between candidates from one path.

Moses uses a maximum entropy model to score

translation candidates. As such, the final score of

a translation candidate is the weighted sum of all

of the feature values of the translation:

score = exp
n∑

i=1

λihi(e, f) (1)

This automatically includes the lattice transition

features. Assume without loss of generality

that the confidence features above are features

1, . . . ,m, with feature 1 being the reordering in-

dicator feature. Therefore the part of this sum

that is due to the confidence features will be

∑
m

i=1
λihi(e, f). This will simplify to λ1 for can-

didate translations of the original sentence and∑
m

i=2
λihi(e, f) for candidate translations of the

reordered sentence. Hence we expect the features

excluding the indicator feature to collectively in-

dicate the extent to which the reordering may be

trusted, with λ1 controlling the general preference

to use the original or the reordered sentence.3

The current version of Moses uses minimum er-

ror rate training (MERT) to set the weights λi.

This procedure is limited in the number of features

that it can efficiently process. Further extending

the feature set would require a different optimi-

sation procedure, such as MIRA, as discussed by

Arun and Koehn (2007).

4 Experiments

4.1 Models and Evaluation

Our baseline PSMT system is Moses (Koehn et al.,

2007), repository revision 3590.4 We run all of our

experiments using the Moses Experiment Man-

agement System; configuration files and scripts to

reproduce our experiments are available online.5

For the reordering preprocessing step we reim-

plement the Collins et al. (2005) rules and use this

to recreate the Collins et al. (2005) reordering-as-

preprocessing system as our second baseline.

We use the Berkeley parser (Petrov et al., 2006),

repository revision 14,6 to provide the parse trees

for the reordering process. Since the German pars-

ing model provided on the parser website does not

include the function labels needed by the Collins

et al. (2005) rules, we trained a new parsing model

on the Tiger corpus (version 1). The reordering

script and parsing model, along with details of

how the parsing model was trained, are available

online with the configuration files above.

We compare four systems on German-to-

English translation: the Moses baseline (MOSES),

the Collins et al. (2005) baseline (REORDER), the

lattice system with just the reordering indicator

feature (LATTICE), and the lattice system with all

3It is possible that in practice the imbalance in number of
non-zero features between the two paths could cause the sys-
tem some difficulty in assigning the weights for each feature.
In future it would be interesting to investigate this possibility
by introducing extra features to balance the two paths.

4https://mosesdecoder.svn.sourceforge.net/svnroot/
mosesdecoder/trunk/

5http://www.showlett.id.au/. Some minor changes to
Moses were implemented to work with our job scheduling
software; full details are also available here.

6http://berkeleyparser.googlecode.com/svn/trunk/
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Purpose File set # Sents

Training europarl-v5.de-en 1,540,549
news-commentary10.de-en 100,269

Tuning news-test2008 2,051
Test newstest2009 2,525

LM europarl-v5.en 1,843,035
news-commentary10.en 125,879
news.en.shuffled 48,653,884

Table 2: Corpora used in our experiments and

their sizes. The first four are parallel corpora

(size: number of sentence pairs); the last three are

monolingual corpora for the language model (size:

number of sentences).

confidence features (+FEATURES). We do not ex-

plore different subsets of the features here.

For evaluation we use the standard BLEU met-

ric (Papineni et al., 2002), which measures n-gram

overlap between the candidate translation and the

given reference translation.

4.2 Approximate Oracle

To get an idea of a rough upper bound, we im-

plement the approximate oracle outlined in Zwarts

and Dras (2008). For every sentence, the ap-

proximate oracle compares the outputs of MOSES

and REORDER with the reference translation and

chooses the output that it expects will contribute to

a higher BLEU score overall. The oracle chooses

the candidate that shares the highest number of 4-

grams with the reference; if the two have the same

4-gram overlap, it chooses the one that shares the

highest number of trigrams with the reference,

and so on down to unigrams. If still identical, it

chooses the original.

Note that the output of the oracle for some sen-

tence will be identical to the output of one or the

other baseline system; for the lattice system this is

not necessarily the case since the system is tuned

separately with a different number of features.

4.3 Data

For data we use the corpora provided for the

2010 Workshop on Statistical Machine Transla-

tion7 translation task. The number of sentence

pairs in each corpus are given in Table 2.

We trained 5-gram language models with

SRILM (Stolcke, 2002) using the three language

model files listed in Table 2. For convenience,

the news.en.shuffled corpus was split into eight

smaller files, seven containing 6,100,000 lines and

7http://www.statmt.org/wmt10/

System BLEU

MOSES 20.77
REORDER 20.04

Approx oracle 22.45

LATTICE 21.39
+FEATURES 21.10

Table 3: BLEU scores for every system

the last containing the remainder. One language

model was produced for each file or subfile, giv-

ing a total of ten models. The final language model

was produced by interpolation between these ten,

with weights assigned based on the tuning corpus.

5 Results and Discussion

Table 3 gives the BLEU score for each of our four

systems and the approximate oracle. We note that

these numbers are lower than those reported by

Collins et al. (2005). However, this is most likely

due to differences in the training and testing data;

our results are roughly in line with the numbers re-

ported in the Euromatrix project for this test set.8

Interestingly, our reimplementation of the

Collins et al. (2005) baseline does not outperform

the plain PSMT baseline. Possible explanations

include variability due to differences in training

data, noisier parser output in our system, or differ-

ing interpretation of the description of the reorder-

ing rules. It may also be that the inconsistency of

improvement noted by Collins et al. (2005) is the

cause; sometimes the reordering produces better

results and sometimes the baseline, with the effect

just by chance favouring the baseline here. To ex-

plore this, we look at the approximate oracle.

In our experiment, the oracle preferred the base-

line output in 848 cases and the reordered in 1,070

cases. 215 sentences were identical between the

two systems, while in 392 cases the sentences dif-

fered but had equal numbers of n-gram overlaps.

The BLEU score for the oracle is higher than that

of both baselines; from this and the distribution

of the oracle’s choices, we conclude that the dif-

ference between our findings and those of Collins

et al. (2005) is at least partly due to the inconsis-

tency that they identified. It is especially interest-

ing to note that the reordered system’s translations

are preferred by the oracle more often even though

its overall performance is lower.

Turning now to the results of our systems, we

see that simply giving the system the option of

8http://matrix.statmt.org/
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both reordered and non-reordered versions of the

sentence (LATTICE) produces an improved trans-

lation performance overall. While the addition of

our confidence features (+FEATURES) leaves the

performance roughly unchanged, the gap between

LATTICE and the approximate oracle implies that

this is due to the choice of features, and that a fea-

ture set may yet be found that will improve perfor-

mance over the plain LATTICE system.

In light of the Zwarts and Dras (2008) finding

that source-side features in the classifier do not

help translation performance, our negative result

with +FEATURES may appear unsurprising, as all

of our features may be classified as source-side.

However, we note that there remains a consider-

able feature space to explore. Note that if we were

to include the equivalent of their target-side fea-

tures into our system, they would appear as lan-

guage model features, rather than features on the

input lattice. Thus it seems that in fact Zwarts

and Dras (2008) address two distinct problems—

adding syntactic information to the translation

process, and adding it to the language model.

5.1 Extensions and Future Work

Given our dual-path system, an obvious ques-

tion is whether a multi-path extension is possible.

Since the disjoint vocabularies inhibit compres-

sion of the lattice, extending the input to a multi-

path lattice is likely to rapidly encounter efficiency

issues. However, some possibilities exist.

One option would be to include paths that repre-

sent different reorderings of the sentence based on

the same parse. For example, the original sentence

could be compared with reorderings created by

different reordering-as-preprocessing approaches.

In this instance, it would be advisable to use a dif-

ferent vocabulary (by using a different token pre-

fix) for each path, as each reordering is likely to

require a different lexicalised distortion model.

In the case where these reordered alternatives

are all possible combinations of parts of one re-

ordering process, our system approaches the work

described in §2.4, and in fact those systems will

probably be more suitable as the preprocessing

takes over the role of the PSMT distortion model.

Alternatively, the multiple options could be cre-

ated by the same preprocessor but based on dif-

ferent parses, say the n best parses returned by

one parser, or the output of n different parsers

with comparable outputs. This extension would

be quite different from the lattice-based systems

in §2.4, which are all based on a single parse.

For future systems, we would like to replace the

Collins et al. (2005) reordering rules with a set of

automatically-extracted reordering rules (as in Xia

and McCord (2004)) so that we may more easily

explore the usefulness of our system and confi-

dence features in new language pairs with a variety

of reordering requirements.

The next major phase of this work is to extend

and explore the feature space. This entails exam-

ining subsets of confidence features to establish

which are the most useful indicators of reliable re-

ordering, and possibly replacing the MERT tuning

process with another algorithm, such as MIRA,

to handle a greater quantity of features. In addi-

tion, we wish to explore more fully our negative

result with the reimplementation of the Collins et

al. (2005) system, to investigate the effect of bal-

ancing features in the lattice, and to examine the

variability of the BLEU scores for each system.

6 Conclusion

We adapt the lattice input to the PSMT system

Moses to create a system that can simultaneously

translate a sentence and its reordered variant pro-

duced by a syntactically-informed preprocessing

step. We find that providing the system with

this choice results in improved translation perfor-

mance, achieving a BLEU score of 21.39, 0.62

higher than the baseline.

We then augment the translation model of our

system with a number of features to express our

confidence in the reordering. While these features

do not yield further improvement, a rough upper

bound provided by our approximate oracle sug-

gests that other features may still be found to guide

the system in choosing whether or not to use the

syntactically-informed reordering.

While our reordering step is a reimplementa-

tion of the Collins et al. (2005) system, contrary to

their findings we do not see an improvement using

the reordering step alone. This provides evidence

against the idea that reordering improves transla-

tion performance absolutely. However, our suc-

cess with the lattice system highlights the fact that

it is useful for some sentences, and that syntac-

tic confidence features may provide a mechanism

for identifying which sentences, thus incorporat-

ing syntactic information into phrase-based statis-

tical machine translation in a useful way.
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