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Abstract

Relevance feedback has already proven its
usefulness in probabilistic information re-
trieval (IR). In this research we explore
whether a pseudo relevance feedback tech-
nigue on IR can improve the Question An-
swering task (QA). The basis of our explo-
ration is the use of relevant named entities
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tion from these documents is extracted to generate
a new retrieval set.

In this paper we explore the use of a pseudo rel-
evance feedback technique for the IR stage of a
Question Answering (QA) system. Itis our under-
standing that most questions can be answered us-
ing an arbitrary number of documents when query-
ing an IR system using the words from the topic
and the question. Because QA is hormally a com-

from the top retrieved documents as clues
of relevance. We discuss two interesting
findings from these experiments: the rea-
sons the results were not improved, and
the fact that today’s metrics of IR evalu-

ation on QA do not reflect the results ob-

tained by a QA system.

putationally demanding task, mostly due to the on-
line natural language processing tools used, we be-
lieve that IR can help QA by providing a small list
of high-quality documents, i.e. documents from
where the QA system would be able to find the an-
swer. In this sense, documents containing answers
for a question in a sentence structure that can be
easily processed by a QA system will be highly
relevant.

Probabilistic Information Retrieval estimates the In this work, we describe an experiment using a
documents’ probability of relevance using a smallpseudo relevance feedback technique applied over
set of keywords provided by a user. The esti-a probabilistic IR system to try to improve the per-
mation of these probabilities is often assisted byformance of QA systems. Since most types of
the information contained in documents that argfactoid questions are answered by named entities,
known to be relevant for every specific query. Thewe assume that documents addressing the correct
technique of informing the IR system which doc- topic but not containing any named entity of the
uments or information are relevant to a specificexpected answer class would have a low probabil-
query is known as relevance feedback. As reportelly of relevance regarding QA. Therefore, we hy-
by Ruthven and Lalmas (2003), relevance feedpothesise that documents containing named enti-
back techniques have been used for many year§ges of the correct class have higher probability of
and they have been shown to improve most probaelevance than those not containing them.
bilistic models of Information Retrieval (IR). The relevance feedback applied to QA differs
Relevance feedback is considered as pseudo (ftom the one applied to general IR in the sense
blind) relevance feedback when there is an asthat QA deals more with the presence of a passage
sumption that the top documents retrieved have that can answer a certain question than with the
higher precision and that their terms represent thpresence of its topic. In this sense, our technique
subject expected to be retrieved. In other wordsfocuses on feeding terms into the IR engine that
it is assumed that the documents on the top of theould represent an answer for the questions.
retrieval list are relevant to the query, and informa- Despite the fact that it is possible to apply the
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technique to most question types, in this work weframework (on question analysis and on answer
only report the results of questions regarding peoextraction), but in order to extract the correct an-
ple’s names. We understand that the other types afwer for a question, a QA system needs to find a
guestions are as important as this and may genedocument that contains the answer and some sup-
ate different results due to the different frequencyporting evidence for it. Therefore, one of the fun-
of their appearance in the documents; howevedamental stages of a QA system is the document
people’s names can provide us with concrete reretrieval phase. It does not matter how advanced
sults since it is a type of named entity that has beethe techniques used by the QA are if the retrieved
widely experimented on recognisers and is likelyset of documents does not include the answer it
to be present in most types of newswire texts, asequires.

those in Aquaint corpus (Graff, 2002). We per- |y Section 4 we show that, using just the ques-
formed our experiments using the Aquaint cor-tion topic as the IR query, it is possible to obtain
pus and the set of question from the QA track ofreasonable results on a QA system. However, de-
TREC'2004 (Voorhees, 2005). pending on the complexity of the techniques used

The next section provides some background Inby the QA system, it is necessary to reduce the
formation on IR techniques applied to QA. Sec-retrieval set to a minimal and optimal number of
tion 3 explains the principles behind the nameddocuments in order to allow the completion of the
entity relevancy feedback technique and how weask in a reasonable time.

implemented it Section 4 fogusgs on the evalu- Some work has been done on specific IR models
ation of the technique regarding its use as an IRor aiding the QA task. The work of Monz (2004)

tool and as a modulg of 8 QA system. Section efines a weighting scheme that takes into consid-
presents the concluding remarks and future work.eration the distance of the query terms. Murdock
and Croft (2004) propose a translation language
model that defines the likelihood of the question
being the translation of a certain document. Tiede-

Question Answering is the field of research thatann (2005) uses a multi-layer index containing
focuses on finding answers for natural languag&©'® linguistic oriented information and a genetic
questions. Today, QA focuses on finding an-learning algorithm to determine the best parame-
swers using textual documents, as in the TREGETS for querying those indexes when applied for
QA Tracks (Voorhees and Tice, 2000). Althoughtn® QA task. In other words, Tiedemann argues
finding answers by first populating a database witr{hat since question answering is an all-natural lan-
likely answers to common questions and then conguage task, linguistic oriented IR will help finding

sulting the database at question time is still an inP€tter documents for QA. However, just the use
teresting task from an information extraction point®f €xtra information may not necessarily improve
of view, most research in this area is focusing@A When itis important to know the right config-

on online open domain question answering using'ration of your modules for the task.
large collections of documents. Another way of limiting the amount of infor-
Research on offline/database and online/textudnation sent to the QA system is by selecting the
QA styles has shown that using offline/databas€st passages or sentences that a QA system will
information is possible to achieve a higher pre-analyse. Some IR work focuses on improving QA
cision with the cost of a lower recall comparing by passage retrieval re-ranking using word over-
with online/textual information (Mur, 2004). Even lap measures. For instance, Tellex et al. (2003)
though methods using textual corpora have not yegompared a group of passage retrieval techniques
obtained a precision high enough for practical apand concluded that those that apply density-based
plications, a large amount of question types cannetrics are the most suitable to be used on QA.
hypothetically be answered. Since most IR is treated as a blackbox by the
Most QA systems follow a framework that QA community, manipulation of the IR results is
involves processing the question, finding rele-normally performed by query modification. The
vant documents and extracting the required anmost common query modifications are lexical sub-
swer. The majority of QA systems tend to applystitution and query expansion. These techniques
their complex methodologies on both ends of thisseem to be obligatory for most QA systems when

2 Document Retrieval for Question
Answering
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the original retrieval set has a small recall. How-combinationQ+T to obtainR1 as a set of docu-
ever, it tends to reduce the precision in a wayments. Our process applies a named entity recog-
that harms QA by introducing documents of unre-niser over the top-N ranked documentdRdf thus
lated subjects. On the other hand, White and Sutebtaining a set of named entiti€s The feedback
cliffe (2004) have shown that since only a smallprocess consists of enriching the previous query as
amount of terms from questions match the supQ+T+E in order to obtain a new set of documents
porting answer sentence, it is important for QAR2
systems that rely on word overlap to apply some Qur expectation on this technique is that not
semantic or morphological expansion. only documents containing the correct answer in
Another way of modifying the IR phrase is by R1will be boosted in ranking oR2, but also that
performing passive to active voice transformationdocuments that have a high rankingRri and do
of the question, as in Dumais et al. (2002). Thisnot contain any name entity of the expected an-
has been shown to work well since some IR sysswer type will then be demoted R2 Therefore,
tems give preference to the distance and order afocuments that theoretically would not contribute
terms in the query by making the affirmative voiceto the QA performance will not take part on the an-
of the answers preferable over the passive one Gwer extraction phase, allowing their slots of pro-
the questions. cessing to be occupied by other more relevant doc-
Most IR research applied to QA use similar uments.
metrics to Roberts and Gaizauskas (2004) to eval- |n order to exemplify this process, consider the

uate their systems. These metrics, defined by thereC 2005 QA Track question 95.3 regarding
authors as coverage and redundancy, evaluate rgye return of Hong Kong to Chinese sovereignty
spectively the percentage of a set of questions thalyhg was the Chinese President at the time of the
could be answered using the top-N documents Ofgtyrn7’

a retrieval set, and how many answers on average |y fi st phase of the process is the question

It f'”P'S- ) ) analysis that defines what the expected answer
It is understandable that this metrics are closelyfype is and what the question main words are.

related to the needs of QA systems, and we Willrpo, the question and its topic define an IR query
show that even though they provide us with the N{hat generates the retrieval set R1

formation of how likely we are of finding the an- The next process extracts the named entities of

swer in the retrieval set, they do not guarantee He expected answer type of the fikstiocuments

better QA p.erformance'. This a'nd other issues T the R1 set of documents. For the example, fif-
addressed in the following sections.

teen names of people were extracted, mostly Chi-
nese and all of them related with politics. A new
IR query is built using these fifteen names and the
final setR2of documents is retrieved.

Because named entities are required as answersThe list of names found for this query is listed
for most fact-based questions, we are hypothesison Table 1. We can observe that, among those
ing that a relevance feedback mechanism that fonames there is the correct answer for the question
cuses on this kind of information will be useful. (President Jiang Zem)nwhich helped generating
Therefore, we are focusing on the QA concept ofy better retrieval for this question with the pseudo
relevance by trying to reduce the number of docrelevance feedback mechanism.

uments that would not be able to answer a factoid
guestion. By doing this, not only the process will
guide the document retrieval towards documents

3 Relevance Feedback Using Named
Entities

Table 1: Extracted Named Entities

President Mario Alberto N. L. Soares| President Jiang Zemin

relevant to the question tOpiC (general IR rele- General Secretary Aleksandr Zharikoy Minister Qian Qichen

vancy) but also towards those containing entities e I AR ey

that could answer the question (QA relevancy). T
Let us say that we have a questigh of a President Mieets Chinese lawis Wil

topic T and a probabilistic IR engine using the

1The distinction between topic (or target) and question isHowever, most cases of question answering systems would
made clear on recent TREC QA Tracks (Voorhees, 2005)have the topic extracted from the question itself.
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Question Analyse{r Xapian BM25 implementation. The named-entity
recogniser receives the output of these two pro-
cesses and extracts the corresponding named enti-
ties from the received files. Once this is done, it
re-feeds the query to the searcher with the addi-

QA Syste tional named entities. The searcher then feeds the

results into the QA system.

4 Experiments and Evaluation

r We use in our experiments the data collec-
tion made available by NIST on the TREC QA
Figure 1: System overview for the the relevancerrackg. All the questions and judgement files of
feedback process. TREC 2003 QA Track were used on a prelimi-
nary evaluation of this process. Because this ex-

Our hypothesis is that the named-entity feeglPeriment required that all components shown on
Figure 1 be fully functional, several setups were

back technique improves the overall document re: ’ ' - -
trieval for QA by providing a retrieval set of doc- Implemented, including a manual question classi-
uments that facilitates the extraction of the correcfic@tion (to ensure 100% correctness) and the im-

answer by a QA system. The technique shouldleémentation of a simple passage retrieval algo-

theoretically improve good questions (where '

rithm.
a
correct feedback is obtained) and not deteriorate !N OUr evaluation, we labelled documents as rel-

bad one& Next section describes the experimentEVant or not relevant by assuming that relevant

we performed and the resullts. documents are those containing the required an-
swer string. These early tests showed us that us-

3.1 Implementation ing the set of 500 TREC 2003 questions with our

The technique consists of posting the Originalpseudo-relevance f.eg(.jback .technique. improved

question to a probabilistic IR engine, extractingthe results over the initial retrieval. Th_e improve-

the named entities of the expected answer typg1ent, however, was small and not statistically rel-
evant.

from the top-N results, and re-feeding the IR en- ] ] ]
gine with an expanded query. By doing this, we . Qn our system archltect.ure, the q-uestlon classi-
fication was performed using the Trie-based tech-

are telling the IR system that documents contain-'. | hich I ;
ing those named entities are relevant to the ques!'d4€ (Zaanen et al., 2005) which has a perfor-

tion. Several implementations and set-ups can pgrance of around 85% accuracy when trained with

tested using this approach, but the basic framet-he set of questions made available by Li and Roth

work we implemented is shown on Figure 1. (2002). This means that in 15% of the cases, we
We developed our IR system using C++ andmight have an immediate degradation of the re-
the XAPIAN? Toolkit for Probabilistic IR. The Sults (by adding the wrong named-entities to the

Aquaint Corpus (Graff, 2002) was indexed usingquery). Because of this, we trained the classifica-
full text but stopwords, and it was searched usin ion with the same questions as the verification set.

Xapian Probabilistic Methods (it uses Robertson’s hhls was ?OEG to ((ejnslureHcompIetebcorrectne?shon
BM25 (Robertson et al., 1992) for ranking). this part of the module. However, because of the

As can be seen in Figure 1, the user poses ![ rgelamc;gntt.of expectecjjanswer dwpeii present n
guestion to the system. It is simultaneously pro- € classification we used, hamed entity recogni-

cessed by the question analyser and the searchgﬁ n.proved tobea pamcularly complex task. .
The question analyser returns the expected answer Since many questions required numbers as th'elr
type (a named-entity class for factoid questions),answers and ”.‘O,St documents contain some kind
while the searcher returns a list of documents on number, defining a document relevant and us-

snippets of text from the Aquaint corpus ranked by "9 numbers_as indication of relevancy does not
PP . P ))work well. This demonstrated that even though we

?A question is bad when used as a query on an IR systenpbtained better overall results using all categories
itis unable to retrieve any document containing an answer.
Shtt p: // ww. xapi an. or g/ “http://trec.nist.gov/datal/ga. htn

86



available, some of them were a real challenge fod.1 Results

the evaluation. Our evaluation focused on using pseudo relevance
We also observed that some named-entitifeedback to enrich the IR query used by QA sys-
classes could not be properly identified by ourtems to find some documents that could answer
named-entity recogniser. Therefore we shifted oupatyral language questions. We performed an in-
attention to only people’s names, as we understooglinsic evaluation using some standard metrics for
them to be less likely to suffer from the issues|R gn QA, and, at the same time, we also per-
above reported. We also started to use two Wellormed an extrinsic evaluation by using the re-
known named entity recognisers: Lingpipand  trieval set on the QA system.
ANNIE® on Gate. Sets of documents were retrieved using a com-
The evaluation was performed intrinsically andbination of Topics T), Questions @), Entities
extrinsically in the same sense as Sparck Jongg) and AnswersA). The following combinations
and Galliers (1996). Intrinsic and extrinsic eval-were tested:
uations differ because the former evaluates a sys-
tem according to its primary function, while the
latter evaluates a system according to its func-
tion or its setup purpose. In our study, the eval-
uation was performed using the combined set of
guestions and topics of the TREC 2004 and 2005
along with their respective judgement sets. Dif-
ferent setups were experimented, but mainly vari-
ations of passage window, the number of top doc-
uments used and the weights assigned to the dif-
ferent componentsT( Q andE) of the query. We
extrinsically evaluated the effectiveness of the re-
trieval sets by the percentage of correct answers
the AnswerFinder(Molla and van Zaanen, 2006)
system generated, and intrinsically evaluated the
same sets of documents using the standard pre-
cision metric for IR and other metrics defined by
Roberts and Gaizauskas (2004) for IR on QA:

e T: Only the topic is sent as a query. This set of
gueries evaluates the potentiality of improv-
ing the retrieval set that NIST provides for
every topic.

TQ: The queries are made of Topic and Ques-
tion. This is the current retrieval set used by
the AnswerFinder system.

TQE This is the feedback technique, where
Topic, Question and the Named Entities ex-
tracted from top-N documents are combined;

e TQA This is the optimal feedback technique,
where Topic, Question and Answers are com-
bined. This set evaluated how far from the

optimal retrieval we are;

TQEA These queries combine the feed-
back technique with the answers, so we can
measure the amount of noise introduced by
adding bad named entities. We made sure
that a named entity that was also the answer
was not introduced twice so its score would
not be erroneously duplicated on the query.

e Precision percentage of related documents
over all questions;

e Coverage percentage of questions that po-
tentially could be answered using the tNp-
documents; this means that at least one of

the topN documents potentially answers the  Different combinations could also be tested, for
question; and instanceTA, TE or just A, E and Q. We under-
stand that those and other combinations could pro-
e Redundancy average of how many answers vide some insight on certain matters, but we be-
can be found using the tdg-documents; lieve that they would not represent a realistic re-
trieval set. It is a fact that the terms frommust

We applied the retrieved document set on AnP€ present in the retrieval set, since all documents
swerFinder and measured the exact results usirfgust address the correct topic. For instance, in-

the patterns made available by Litkowski on thﬁ“dmg Q without havingT will not generate a
TREC QA Data Webpage. relevant retrieval because the subject of the ques-

tion is not present. Also, including or E without

Shttp://ww. al i as-i.conl | ingpi pe/
®http://gate. ac. uk/ie/annie. htm
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! T query. This is an indication that most entities
s found by the feedback mechanism do not represent
A an answer. This raises two issues: how to improve
the technique so that the answers are included in
. the feedback; and how to minimise the noise so
N that a potential good feedback is not worsened.

RS S To address the first problem we can foresee
0 two solutions: one is improving the accuracy of
CE T e ™™ the named-entity recogniser, something we can-
not address in this study. The other is increas-
ing the search space without adding more noise
in the query. This is a difficult task and it could
be achieved by finding the smallest possible win-
R R e e dows of text containing the answer on several doc-
| J__r——---““;_l_,,,,ﬂ‘“ uments. We performed some experiments using
" 1 w different numbers of documents and variable pas-
o ;f sage size, at the moment fewer documents and
' smaller passages provide our best results.

Figure 2: Precision

11 We understand that documents in the first re-
, trieval setR1 will contain named-entities of the

o 2 4@ e s 100 10 10 160 180 200 same type, but not necessarily the correct one (the

pocuments answer), thus creating some noise in the query. We

believed that a certain degree of noise would not

Figure 3: Coverage hurt the retrieval performance. However, our ex-

periments, as shown, demonstrate otherwise. The

. noise created by erroneous entities affects the per-
The precision, coverage and redundancy obg mance once the elementsibecome more im-

tained for the TREC 2004 and 2005 questions r?bortant than the elements . Because we can-

garding people’s name are respectively Shown ifq¢ o arantee the correctness of any of the named-
Figures 2, 3 and 4. We note that the results for the, yiities included irE, the resulting retrieval set

feedback technique do not improve the results o, might represent a worse retrieval set tHaib

neitherT nor TQ on any of the measures we ob- ., ever, these cases may not influence the results

tained. As expected, the addition of the answer of, QA system sincR1would also not lead to the
TQArepresents the optimal retrieval set, obtain-.o act result

ing the coverage of 86% on the first document per . .
question and over 90% on the second. This shows that our feedback technique suf-

The noise introduced on TQEA is not a ma_fersh ffom thﬁ Sami flayvstmost sz)s::‘hudo-feegbfclk

jor concern when the answers are involved in théec niques have. For instance Ruthven and Lak-
mas (2003) show that when the initial retrieval

set is not good, the pseudo-feedback techniques

- =T TQ ——TQE ——TQA - - - TQEA

Ve is likely to worsen the results because, instead of
. S bringing the query closer to the topic at hand, it
5 will take it further away (a phenomenon called
%0 query drift). We hypothesise that since our tech-
. ST nique is meant to be applicable over a QA system,
5 S e if the initial set of results is bad (i.e. it does not
10 WM contain the answer), there is not much that can be
: L= worsened. To confirm this hypothesis, it is neces-

T sary to perform an evaluation over a QA system.
Table 2 shows the runs of QA performed using the
same set of questions of the intrinsic evaluation

Figure 4: Redundancy and the documents retrieved by the retrieval sets
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process, on the assumption that a good indication

Table 2: Correct Answers on AnswerFinder .
of a document relevancy for its usage on a QA sys-

Run Exact . o

T 19.6% tem is the presence of named entities of the same
TQ 28.6% class required as the answer for a certain question.
TQE | 23.2% Our assumption was based on the fact that docu-
TQA | 28.6% ts not containing th i | likel
TOEA | 32.1% ments not containing those entities are less likely

to help provide the correct answer and every en-
tity of the right type has a probability of being the

shown before. answer.

What can be observed here is that the feedback e have described our evaluation of the hypoth-
technique TQE) offers a better set of documents €SiS Using known IR metrics and a QA system.
than the one using only the topicE)( However, Our main conclusions are:
they are still worse than the topic and question
ones TQ). An interesting result is thatQEAs
the best run, which may show that the inclusion
of entities can help improve QA. We have not yet
performed a deep analysis of this case to verify
its cause. Even though our process did not show
improvements over the baseline techniques, it was

very important to find that the results of the (intrin- o The evaluation of the technique brought to

e Because we have not yet reported satisfac-
tory results, we believe that even though the
method is conceptually sound, it will not pro-
duce good results unless a more sophisticated
control over the introduced noise is achieved,;
and

sic) evaluations of the IR component do notparal-  our attention the fact that it is not possible to
lel the results of the (extrinsic) evaluation of the  state that a retrieval technique is better just by
QA system. In spite of the fact that high precision,  relying on conventional IR evaluation met-

coverage and redundancy represent a better chance yics. The differences on the intrinsic and ex-
of finding answers, we show that they do notguar-  trinsic evaluations demonstrate that there are

antee a better performance over a QA system. many hidden variables that are not taken into
Comparing the results fandTQit is possible account in metrics such as precision, cover-
to observe that they are very similar on the intrin- age and redundancy.

sic evaluation and quite different on the QA sys-
tem. Therefore, what appears to help question an- As further work, we plan to repeat our evalua-
swering is the presence of more context words stion using different QA systems, since other QA
that the answers not only appear in the documergystems may give preference to different text fea-
but are also present in the context of the questiongures offering a better insight on how the IR eval-
This is mostly due to the fact that most QA sys-uation metrics correlate with the QA results. We
tems tend to work with full discourse units, suchare also planning to use the named-entity recog-
as sentences and paragraphs, and the selectionri$er that is being developed by our research group
those are normally based on words from the topi@nd to extend the system to use a more advanced
and the question. passage retrieval algorithm.

In summary our experiments did not confirm
the hypothesis that named-entities feedback would
help improving QA. But, in the ideal situations References
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