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Abstract

This paper uses Systemic Functional
Linguistic (SFL) theory as a basis for
extracting semantic features of docu-
ments. We focus on the pronominal
and determination system and the role
it plays in constructing interpersonal
distance. By using a hierarchical sys-
tem model that represents the author’s
language choices, it is possible to con-
struct a rich and informative feature
representation. Using these systemic
features, we report clear separation be-
tween registers with different interper-
sonal distance.

1 Introduction

This paper explores the categorisation of text
based on meaning. Rather than classify on the
content matter of a document, we aim to capture
elements of the manner in which the document
is written. In particular, we use a computational
model of Systemic Functional Linguistic theory
to identify the interpersonal distance of a text.

Previous work has looked at extracting other
semantic properties of documents. This has in-
cluded the subjectivity or objectivity of whole
texts (Kessler et al., 1997) or individual sen-
tences (Wiebe, 1990) (Riloff et al., 2003), and
classifying reviews as positive or negative (Tur-
ney, 2002). Here, we investigate the interper-
sonal distance, which partially describes the
type of relationship established between author
and reader.

Much of the prior research has focused on se-
mantic categories of adjectives (Turney, 2002)
and nouns (Riloff et al., 2003). This paper fo-
cuses on the closed class of pronominals and
determiners. While the use of these individual
words may provide some semantic information,
it is through placing them in a system of lan-
guage choice that patterns of usage may be cor-
related with interpersonal distance.

Systemic Functional theory is a linguistic the-
ory that interprets a text as an exchange of
meanings and, while these meanings are realised
by grammar and words, a text, in the first in-
stance, is viewed as a semantic unit (Halliday
and Hasan, 1985). In a study that seeks to cat-
egorise a text according to the meanings that it
makes rather than just the words that it uses,
SF theory presents itself as an extremely use-
ful model. We propose preliminary methods for
computing aspects of Systemic Functional Lin-
guistics at the lexical level, without dependence
on semantic resources or parsers. We show that
SFL is well-suited to identifying document-level
characteristics of language use.

2 Systemic Functional Linguistics

Systemic Functional Linguistics (SFL) is a
framework for describing and modeling language
in functional rather than formal terms. The the-
ory is functional in that language is interpreted
as a resource for making meaning, and descrip-
tions are based on extensive analyses of written
and spoken text (Halliday, 1994). The theory
is also systemic in that it models language as
a system of choices (Matthiessen, 1995). SFL



has been applied in natural language process-
ing in various contexts since the 1960s, but
has been used most widely in text generation
(Matthiessen and Bateman, 1991) (Teich, 1995).

SF theory describes the use of language
in context. It is conceptualised as a multi-
dimensional semiotic space showing the organi-
sation of language, both globally as a meaning
making system and locally as sub-systems of lan-
guage use.

This paper deals with interpersonal distance,
which is an aspect of the way in which the au-
thor establishes a dialogue with the reader. To
understand the function of this system, we show
its place within the interpersonal metafunction,
and how this is realised within the semantic and
lexicogrammatical strata.

2.1 The Interpersonal Metafunction

The metafunctions refer to the three separate
strands of meaning that contribute to the over-
all meaning in the text (Halliday, 1994). These
three metafunctions are deployed simultane-
ously and are the textual, the interpersonal and
the ideational:

e The textual metafunction provides 'the re-
sources for presenting information as text
in context’ (Matthiessen, 1995)

e The interpersonal metafunction provides
the resources for enacting social roles and
relations as meaning.

e The ideational metafunction provides the
resources for construing our experience of
the world.

The phenomenon we are exploring, interper-
sonal distance, is located within the interper-
sonal metafunction and relates to the tenor of
the relationship between the writer and reader
within the context.

2.2 Realisations of Meaning

One key global dimension is the hierarchy of
stratification. Language itself is modelled as an
ordered series of levels or strata, as shown in
Figure 1. Interpersonal distance expresses an as-
pect of the meaning of the text, and so is located

Context Categories of social situation

Semantics Systems of meaning

Lexicogrammar Systems of wording

Phonology / Graphology

Systems of sounding / writing

Figure 1: Modelling language stratally (Hasan,
1996)

within the semantic statum. As a pattern of
meaning, interpersonal distance is realised as a
pattern of wording in the lexicogrammar. That
is, the meaning is expressed through a pattern
of word usage.

2.3 Characterising Registers

A register is a group of texts whose language se-
lections vary from the general language system
in similar ways. A register can be characterised
by properties of its field, tenor, and mode. Reg-
isters are skewings ‘of probabilities relative to
the general systemic probabilities’ (Matthiessen,
1993). Register is the instantiation of particular
situation types within the system.

While a register groups documents on the ba-
sis of the meanings they make, these meanings
are realised in the semantics and lexicogram-
mar of the texts, and so may be analysed on
these terms. In particular, registerial differences
should be exposed through the patterns of lan-
guage choice within a system.

2.4 Interpersonal Distance

Interpersonal distance refers to the distance be-
tween speaker and addressee (Eggins et al.,
1993). Typically, spoken discourse that includes
oral and visual contact is representative of min-
imal interpersonal distance whereas written dis-
course with no visual, oral or aural contact rep-



interactant

speaker speaker-plus addressee
nom. pron. nom. pron. nom. pron.
my mane 1 Me  our ours we uUS Your Yours  Yyou

Figure 2: interactant

resents maximal interpersonal distance.

Interpersonal distance can be determined by
analysing various systemic language choices
made within a text. Examples of such an analy-
sis might include measuring the degree and fre-
quency of participant nominalisation deployed
within a text as well as the frequency and type
of interactant reference (Eggins et al., 1993)
(Couchman, 2001).

An example of a text with very close interper-
sonal distance would be one that includes direct
speech, such as the following (Biggs, 1990):

Kupe went to Muturangi’s village and
spoke of the bad behaviour of the an-
imal with regard to his people’s bait,
saying, ‘I have come to tell you to kill
your octopus.’, Muturangi replied, ‘I
won’t agree to my pet being killed. Its
home is in the sea.” "Well’, said Kupe,
‘if you won’t take care of your pet,
I will kill it.” Kupe went back home
and said to his people, ‘Prepare my ca-
noe as well.” Maataa-hoorua was made
ready and Kupe set off to go.

In the above text, degree and frequency of
nominalisation is low and selections from the In-
teractant system (bold face) are high.

A written history text, is a good example of a
text that constructs maximum interpersonal dis-
tance partly by making no selections from within
the Interactant system (Biggs, 1997):

The discovery of Hawaii from the Mar-
quesas was a remarkable achievement,

but at twenty degrees north latitude
Hawaii is still within the zone of the
trade winds that blow steadily and pre-
dictably for half of each year. New
Zealand lies far to the South of the
trade winds, in the stormy waters and
unpredictable weather of the Tasman
Sea. The Southern hemisphere, more-
over, has no Pole Star to provide a con-
stant compass point.

Work on Nigerian emails has indicated that
close interpersonal distance might be char-
acteristic of that particular register (Herke-
Couchman, 2003). As mentioned above, in-
terpersonal distance can be analysed through
the various systemic language choices. In this
paper, we will explore the Interpersonal dis-
tance established within a text by analysing
just the pronominal and determination system
(Matthiessen, 1995). This system encapsulates
the Interactant system.

One possible way of measuring the distance
between speaker and addressee lexicogrammat-
ically is to explore the language choices made
within the pronominal and determination sys-
tem (Matthiessen, 1995).

2.5 The Pronominal & Determination
System

The Pronominal and Determination system is
a language system that includes within it the
interpersonal resource for modelling the rela-
tionship between the interactants in the dia-
logue. The system is a closed grammatical sys-



tem that includes realisations of both interac-
tant (speaker, speaker-plus and addressee) and
non-interactant reference items.

It is expected that very close interpersonal
distance in a text would be characterised by fre-
quent selections from the interactant systems.
For example, a text seeking to establish patterns
of familiarity between author and reader would
show foregrounded patterns of speaker (I, me,
my, mine) and addressee (you, your, yours) us-
age. Contrastively, a text that is constructing
a more formal and distant tenor will typically
make little use of the interactant systems but
may instead show strong patterns of usage of
more generalised alternative meaning systems.

3 Representing System Networks

For systemic information to be extracted
from a document, there must be a suit-
able computationally-feasible language model.
While SFL is a comprehensive and multidimen-
sional linguistic theory, and is not obviously
computationally tractable, we can develop a
more restricted model that allows us to work
with specific systems such as determination.

As is shown in Figures 2 and 3, this system
can intuitively be modelled as a tree. Each in-
ternal node represents a subsystem or category:
a pattern of possible language choice. Each leaf
gives a realisation of its parent system as a word
or phrase. A system may contain both lexical
realisations and subsystems, as in the ‘singular-
conscious-female’ example in Figure 3.

This is an impoverished but still useful view
of a system network. Language choice does not
always result in a specific word or phrase; an
in-depth manual analysis of a text would show
that grammatical and lexical units of various
sizes contribute to the overall meaning. Fur-
ther, interaction between systems can result in
networks that are not strictly heirarchical, and
richer representations will be required to model
these processes effectively. The current repre-
sentation is sufficient to capture language choice
for a system such as determination, which is a
closed class and fully lexically realised.

The usage of a system in a document can be

represented by a system instance. Each occur-
rence of each lexical realisation in the document
is counted, and these counts are accumulated
upwards through the network. The count at an
internal node is the sum of the counts of its sub-
categories. This process is no more costly than
constructing a feature vector in traditional text
classification methods.

In a standard ‘bag-of-words’ approach, the
contribution of a word to a document is given
by its relative frequency: how rarely or often
that word is used. This implicitly uses a lan-
guage model in which all words are independent
of each other. Crucially, this does not and can-
not take into account the choice between words,
since there is no representation of this choice.
Placing words within a system network provides
a basis for richer and more informative feature
representation.

There are two main advantages gained by
adding systemic information for feature rep-
resentation. Firstly, it allows for categorical
features that are based on semantically-related
groups of words, at all levels in the network.
By collecting aggregate counts, individual vari-
ations within a category are ignored. For a given
register, it may be the case that important and
characteristic language choice occurs at a very
fine level, distinguishing between usage of in-
dividual words. This word-level information is
kept intact, as in a bag-of-words approach. In
another register, it may be the usage of a cat-
egory, such as interactant, that is characteris-
tic. The usage of any words within the category
may appear random while maintaining consis-
tent category usage. These higher-level features
are not available in a traditional bag-of-words
approach, in which these patterns may be lost
as noise.

The second and more important difference to
traditional feature representation is the repre-
sentation of language choice. Not only can a
system instance calculate the frequency of us-
age for categories within a system, it can calcu-
late the relative usage within a category. Sys-
tem contribution is simply the ratio of sub-
category occurence count to super-category oc-
curence count, or a normalisation across ele-
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Figure 3: non-interactant

ments within a category. This gives rise to
features such as ‘interactant usage versus non-
interactant usage’. This directly models the fact
that in using language, a choice is made. It is
a choice not between one word and any other
(choosing between unrelated words such as ‘dog’
and ‘elegant’), but between semantic categories
within a system. Comparative features such as
these can only be used together with a sensi-
ble basis for comparison, which is provided here
through the use of SFL.

System contribution is not proportional or
strongly correlated to term frequency, and the
two measures provide useful and complementary
information. Term frequency reports the per-
centage of a document that is made up of a given
term. Within a system instance, term frequency
can be used to report the term frequency not
just of terms but of systems as well. Unlike term
frequency, system contribution does not capture
how often a system is used, but rather its usage
in relation to the other possible choices. In the
same way as a register may be characterised by
choice, it may also be characterised by frequent
usage of a particular system. This gives two
complementary representations that may each
be useful in discerning interpersonal distance.

4 Identifying Registers

As discussed in Section 2.3, a register is con-
strained in the types of meanings it is likely to
construct. A register may be characterised as
establishing a certain interpersonal distance. If
the choice within the determination system re-
flects this semantic position, we should be able
to classify documents on this basis.

Not all registers are distinguishable by inter-
personal distance. This is but one of many of
the semantic properties that characterise docu-
ments, such as formality, modality, and evalua-
tion. Note also that the identification of a reg-
ister is not the same as identifying the topic of
a document; instances of the ‘newspaper article’
register may have very different content that is
presented in the same fashion.

4.1 Corpora

We chose corpora that were clearly separated
into different registers. From prior manual anal-
ysis, it was expected that these registers would
have different characteristic interpersonal dis-
tance.

Previous work has examined the use of
the determination system in so-called ‘Nigerian
emails’. These are fraudulent emails in which
the author attempts to establish an illegal busi-
ness relationship (money transfer) with the re-



cipient. One of the most salient characteristics
of this register is the way in which the author,
despite having no prior relationship with the
reader, works to set up a sense of familiarity and
trust. These semantic strategies suggest closer
interpersonal distance than would usually be ex-
pected in the setting up of a legitimate busi-
ness relationship, particularly since the texts are
written rather than spoken. This corpus con-
tained 67 manually collected Nigerian emails.

The Nigerian emails were contrasted with
a collection of newspaper articles taken from
the standard Reuters text classification corpus.
Since many of the newswire texts are very short,
only texts with more than one thousand words
were kept, resulting in 683 documents. As a
result of the context in which they unfold, it
was expected that the Reuters newswire texts
would make different language choices in order
to realise the different meanings they construct.
More specifically, it is expected that this regis-
ter constructs greater interpersonal distance be-
tween author and reader.

The third register was taken from the British
National Corpus and consists of 195 documents
marked as belonging to the ‘spoken / leisure’
category. These are mostly transcriptions of in-
terviews and radio shows covering a wide range
of topics. As stated above, the interpersonal
distance constructed in spoken text is almost al-
ways much closer than that constructed in writ-
ten texts. Including this corpus allowed us to ex-
plore whether the perceived close interpersonal
distance in the Nigerian email corpus would be
confused with the close interpersonal distance
that is typical of spoken texts.

These corpora differ greatly in both field and
tenor, and can be separated easily using stan-
dard bag-of-words techniques. In using these
corpora, we aim not to show improved perfor-
mance, but to show that the determination sys-
tem provides sufficient evidence to separate doc-
uments on the basis of interpersonal distance.
For this to be possible, the words and categories
in this system must be used in a regular and
learnable fashion, which reflects the semantic
positioning of the text.

4.2 Features Used

The behaviour of a system within a document
can be represented as a system instance. As
discussed in Section 3, a system instance stores
heirarchical information at every level from full
system to individual lexical realisations. Sys-
tem usage may differ at any or all of these lev-
els: some registers may make very specific lex-
ical choices, while others may be differentiable
by more general trends. In its entirety, the de-
termination system consists of 109 nodes includ-
ing 48 lexical realisations. From these, various
subsets were used to test the performance and
robustness of the system.

all All 109 system and lexis nodes.
lexis The 48 lexical realisations in the system.
system All 61 non-lexical features.

topl0 Top 10 features on the basis of informa-
tion gain

top5 Top 5 features on the basis of information
gain

Each set of features was computed once us-
ing term frequency (percentage of document)
and again using system contribution (percent-
age of supersystem). Classification was per-
formed using three different machine learners,
all commonly used in text classification tasks: a
Naive Bayes probabilistic classifier (NB), a de-
cision tree (J48), and a support vector machine
(SVM). All implementations are part of the pub-
licly available WEKA machine learning package
(Witten and Eibe, 1999).

4.3 Results

Results from using system contribution and
term frequency are shown in Tables 1 and 2
respectively. All of the feature sets and clas-
sifiers produced clear separation of the classes,
using only features from the determination sys-
tem. The best result of 99.6% came from the
use of an SVM use the system contribution data
of either all features or lexical features. It is
clear from these results that these corpora are



#atts NB J48 SVM
all 109 | 99.4% | 97.9% | 99.6%
lexis 48 98.6% | 98.6% | 99.6%
system | 61 98.6% | 98.1% | 99.5%
top10 10 98.9% | 97.7% | 98.6%
toph 5 96.2% | 98.1% | 98.2%
Table 1: classification accuracy using system
contribution

#Hatts NB J48 SVM
all 109 92.8% | 98.2% | 98.3%
lexis 48 93.8% | 98.1% | 98.4%
system | 61 93,9% | 98.4% | 98.3%
topl0 10 96.1% | 98.6% | 97.9%
toph 5 97.3% | 98.1% | 97.8%

Table 2: classification accuracy using document
percentage

separable using features related to interpersonal
distance.

Better results were achieved using system con-
tribution than term frequency. By measuring
the system choice, rather than system usage,
this feature representation highlights the salient
aspects of language use. This contrastive de-
scription is made possible by placing words in a
system network.

In all tests, the Nigerian and Reuters cor-
pora were clearly separated. These registers
have markedly different and strongly character-
istic interpersonal distance. The spoken corpus
exhibited a small amount of confusion with the
Nigerian texts, showing evidence that their lan-
guage is more like spoken than written text.

Feature selection exhibits different effects on
the two types of features used. Best performance
for system contribution features came from us-
ing all features, or only lexical features. Best
performance for term frequency features, how-
ever, came from using fewer features. Since
there is a high degree of correlation between
term frequencies within a system network, this
can skew results when using classifiers that as-
sume indendent features, as Naive Bayes does.

Table 3 shows the top 10 features as ranked
using the information gain metric (Quinlan,

1993). For systemic features, almost all are lo-
cated within the interactant subsystem (Figure
2. This is further confirmation that the discern-
ing features are not random discrepancies be-
tween classes, but are evidence of the underlying
semantic intent. Also shown are the most sig-
nificant features in the bag-of-words approach.
Despite having access to all the words in the
documents, the most significant were still those
located in the determination system, together
with transcribed discourse markers such as ‘er’
and ‘erm’.

5 Conclusion

SFL is fundamentally a theory of meaning. As
such, language choices can be identified as both
formal lexical or grammatical selections as well
as in terms of systemic meaning selections. The
relationship between these two complementary
perspectives is one of abstraction or generalisa-
tion; a meaning system is more abstract than
the grammar or lexis that realises it (Martin
and Rose, 2003). This realisation ensures that a
meaning phenomenon such as interpersonal dis-
tance is characterisable in terms of both sys-
temic choice and lexicogrammatical structure.

In this paper, we have shown that one aspect
of the interpersonal distance of a document can
be characterised by the use of the determina-
tion system. We have further shown that regis-
ters that construct variable interpersonal mean-
ing can be separated solely using the features
from the Pronominal and Determination sys-
tem. This can be achieved by modelling SFL
at the lexical level without specific external re-
sources.

Interpersonal distance is but one property of
the tenor of a document. Similarly, the determi-
nation system is but one small part of SFL the-
ory. As our ability to computationally model
and extract system networks increases, these
systems and their interactions will provide more
features by which the semantic properties of a
document may be discerned.



system term bag-of-words
addressee / pronominal | addressee / nominal your
addressee / nominal your my
speaker / pronominal my you
speaker / nominal interactant me
I addressee said
interactant speaker / nominal I
non-interactant addressee / pronominal er
your You that’s
me I erm
my speaker / pronominal us

Table 3: Top ten features from each method of representation
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