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Abstract

This paper describes the suggestion miner sys-
tem that participates in SemEval 2019 Task 9
- SubTask A - Suggestion Mining from Online
Reviews and Forums. The system participated
in the subtasks A. This paper discusses the re-
sults of our system in the development, eval-
uation and post evaluation. Each class in the
dataset is represented as directed unweighted
graphs. Then, the comparison is carried out
with each class graph which results in a vec-
tor. This vector is used as features by a ma-
chine learning algorithm. The model is evalu-
ated on, hold on strategy. The organizers ran-
domly split (8500 instances) training set (pro-
vided to the participant in training their sys-
tem) and testing set (833 instances). The test
set is reserved to evaluate the performance of
participants systems. During the evaluation,
our system ranked 31 in the Coda Lab result
of the subtask A (binary class problem). The
binary class system achieves evaluation value
0.35.

1 Introduction

Suggestion mining or identification of suggestions
within the text is a relatively new area which is
gaining popularity among many private and pub-
lic sector organizations, service providers and con-
sumers/customers at large due to its number of
uses. Suggestion mining, in general, refers to
the extraction of tips, advise or recommendations
from an unstructured text, which can lead to a
number of use cases (Negi et al., 2018). Currently,
suggestion mining is considered to be an intrinsic
part of any decision-making process, used by dif-
ferent entities to get an insight into people’s per-
spectives and improve their products or services
(Negi et al., 2018), (Jijkoun et al., 2010). To get
reviews and suggestions, organizations either ask
them from users explicitly or extract them from
online reviews, blogs, discussion forums, social

media etc. This is because, these platforms are
progressively gaining popularity (due to their ex-
peditious advancements and ease of use) for ob-
taining public opinions towards events, brands,
products, services, entities etc. Consider some ex-
amples which have been seen among many online
reviews, giving useful suggestions to whom it may
concern: ”I would recommend doing the upgrade
to be sure you have the best chance at trouble-free
operation.”, ”Be sure to specify a room at the back
of the hotel” (Negi et al., 2018), ”Make sure you
bring plenty of sun tan lotion-very expensive in
the gift shop” (Negi and Buitelaar, 2015). We can
clearly see that these reviews contain suggestions
and recommendations for others to make use of
a service or a product if they want to avail it at
its best. Before the advent and realization of the
importance and use of suggestion mining, opinion
mining has been used by stakeholders to mine text
with a perspective of summarizing opinions on the
basis of sentiment polarities (Liu, 2012). Though
identifying negative and positive sentiment distri-
bution within a text is important from a lot of per-
spectives, however, identification of a suggestion
oriented text would be more useful for stakehold-
ers looking for improvements in their services or
products, and also, for the services seeker and po-
tential buyers of a product (Negi and Buitelaar,
2015). Thus, automatic identification and classi-
fication of suggestion oriented text from a large
corpus of raw text is the need of the hour, as, is
not feasible manually.
Some empirical analysis has been done previously
for automatic suggestion mining, as, (Negi and
Buitelaar, 2015) used Support Vector Machine
(SVM) to identify suggestion oriented sentences
within customer reviews. In another study ((Negi
et al., 2016)) the authors used Neural Network ar-
chitecture to classify suggestions from raw text.
(Negi and Buitelaar, 2017) used Long Short Term



1243

Figure 1: Graph Construction with vicinity size 2 illustrates how the vicinity size move toward the end of the tweet;
in this example, the frame is the two following words and for each word some edges and nodes are added to the
graph.

Memory (LSTM) model to classify sentences as
suggestions or non-suggestions. The authors, in
their study trained word embeddings on sugges-
tions (taken from WikiHow ”Tips” section) and
the resulting LSTM model, showed higher perfor-
mance from the previous ones. The graph-based
centrality measure is also used to classify short
text analysis(Ishtiaq et al., 2019). Lubna et al.
proposed word sense disambigousness technique
to evaluate the adverb, adjectives, and verb com-
bination (Zafar et al., 2017).

By analysing the current suggestion mining
techniques and studies ((Negi et al., 2018), (Negi
and Buitelaar, 2017)), it is realized that sugges-
tion calcification task face many overlapping chal-
lenges as with other sentence classification prob-
lems. They include: annotations of data, compre-
hending sentence-level semantics, making sense
of figurative and sarcastic expressions, long and
complex sentences (covering multiple aspects and
diverse domains), catering diverse domain sen-
tences (rather than classifying domain specific
ones), imbalanced class distributions (due to the
imbalanced availability of suggestion oriented text
within the raw text in certain domains) etc (Negi
et al., 2018).

This paper describes our proposed model for
the SemEval-2019 pilot challenge for suggestion
mining’s Sub-Task A, i.e classify a given text as
a suggestion or non-suggestion text, using same
domain training and testing data. As described in
the challenge highlights, the data set will belong
to a particular domain i.e. suggestion forum for
windows platform developers, which needs to be
classified as a suggestion or non-suggestion class.

For this challenge, our proposed model is a hy-
brid one, inspired by two previous studies ((Gian-
nakopoulos et al., 2008) and (Maas et al., 2011)),
in combination with some additional features and
word graph similarity score as used by Usman et al
(Ahmed et al., 2018). The word graph model used
in this research is adopted from Usman et al tech-
nique of Iron detection (Ahmed et al., 2018). The
detailed description of our model is given under
the proposed model section. Rest of the paper in-
cludes task overview, data set description, results
and evaluation, followed by discussion and con-
clusion.

2 Task Overview

In SemEval-2019, task 9 contains two sub-tasks A
and B, for suggestion mining from a given text.
The text (dataset) for this challenge which needs
to be classified against each subtask is taken from
two domains, i.e. suggestion forums and hotel re-
views (Negi et al., 2019).

In this paper, we are focusing on sub-task
A, which is, detection of a suggestion or non-
suggestion text, from, the text of suggestion fo-
rums (dedicated resources used to provide sugges-
tions for improvements in any under-discussed en-
tity). For this task, the training and validation data
sets will belong to one domain, and the details of
it are covered in the dataset overview section.

3 Proposed Model

Our proposed model is a hybrid approach, in
which the given text is represented as a directed
unweighted word graph at first (for both the
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Figure 2: Graph Similarity Feature Extraction for one
measure. The graph of a forum review used to com-
pare with training data class graphs, in order to produce
two numbers (depending upon the numbers of classes).
These numbers will be used as a feature vector. The
feature vector is provided to the trained model to pre-
dict the class of the new forum review.

classes). The edge between each word is cre-
ated based on the vicinity window size, as ex-
plained in the subsection Graph construction. Af-
ter graph construction, a comparison is carried out
between each graph for construction of a feature
vector, which is later used as an input for our ma-
chine learning algorithm. The graph is constructed
based on a class assignment, which is later used
to measure the similarity of a text with each class
graph (suggestion or non-suggestion). For similar-
ity measurement between the class graph and text
graph, we used containment similarity, maximum
common subgraph similarity and its variant com-
pare graph in terms of similarity.

3.1 Dataset Overview
For the training, trial and evaluation
dataset are provided by the organizer
via Github: https://github.com/
Semeval2019Task9/Subtask-A. The
dataset for this task is annotated in two phases
(Negi et al., 2019). In the first phase, crowd-
sourced annotators are involved for performing
the annotations, whereas in the second phase
in-house expert annotators are used (Negi et al.,
2019). The finalized datasets include only those
sentences which explicitly express suggestions
rather than those that only provide information
which can be used to infer suggestions. The
dataset is collected from a particular suggestion
forum’s reviews (uservoice.com) on universal

Table 1: Feature Set
No. Features
1 Containment Similarity UniGram
2 Containment Similarity BiGram
3 Maximum Common Subgraph Node Similarity

(MCSNS)
4 Maximum Common Subgraph Edge Similarity

(MCSES)
5 Maximum Common Subgraph Directed Edge

Similarity (MCSDS)
6 Number of Characters
7 Number of Words

Table 2: Dataset Statistics
Class Train set Trial Test set Test set

Suggestions 2085 296 87
Non-suggestions 6415 296 746

windows platform (Negi et al., 2019). The number
of sentences in the dataset is shown in Table 2.

3.2 Graph Construction

For the graph construction, we consider the given
text (which needs to be classified as either sugges-
tion or non-suggestions) as a set of words, based
on their vicinity. Each word is considered as a la-
belled node in a graph, which is joined with a di-
rected edge, depending on the window size. For
our analysis, we used a vicinity size of 2, adopted
by analysing our results during the tuning phase of
our model. Figure 1 illustrates the complete graph
construction process of a sentence, with vicinity
size 2. We can clearly see how nodes and edges
are added in the graph against each word. Fur-
ther, in order to check text graph similarity with
the class graph, our model makes use of the con-
tainment similarity (non-normalized value), maxi-
mum common subgraph similarity and its variant
compare graph.

4 Feature Engineering

4.1 Containment Similarity

Containment similarity measure is used to mea-
sure two graphs similarity by calculating the com-
mon edges between them by the number of edges
of the smaller graph (Aisopos et al., 2012). Equa-
tion 1 illustrates the mathematical expression of
containment similarity measure, where GT (target
graph) is the text word graph, Gs (source graph) is
the word graph of suggestion class. e is the edge
of a word graph and the size of the graph is the

https://github.com/Semeval2019Task9/Subtask-A
https://github.com/Semeval2019Task9/Subtask-A
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Figure 3: Precision Recall Curve of Binary Class prob-
lem

number of nodes or edges.

CS(G T , G S) =

∑
e=G T

µ(e,G S)

min(|G T |, |G S |)
(1)

4.2 Maximum Common Sub Graph
We used three variations of maximum common
sub graph metric to find similarity between text
graph and class graph. Equation 2 illustrates the
node similarity calculation method, equation 3 il-
lustrates the edge similarity of the two graphs
where as equation 4 illustrates directed edge simi-
larity.

MCSNS =
MCSN(|G T |, |G S |)
min(|G T |, |G S |)

(2)

Maximum Common Sub graph Node Similar-
ity (MCSNS) is the difference of target (GT) and
source graph (GS).

MCSUES =
MCSUE(|G T |, |G S |)
min(|G T |, |G S |)

(3)

Maximum Common Sub graph Edge Similarity
(MCSUE) is the total number of edges contained
in the MCS after taking the difference of target
graph (GT) and source graph (GS), without con-
sidering the direction.

MCSDES =
MCSDE(|G T |, |G S |)
min(|G T |, |G S |)

(4)

MAximum Common Sub graph Directed Edge
Similarity (MCSDES) is the number of the edges
contained in the MCS that have the same direction
in the graphs. A full feature set is mentioned in
Table 1.

Figure 4: Precision Recall Curve of Multi Class prob-
lem

4.3 Model Selection

To solve binary class suggestive review classifi-
cation, we used Tree-based Pipeline Optimization
Tool (TPOT), (Olson et al., 2016). The labelled
data is given as an input to TPOT, which re-
turns the hyper tuned model for the binary class
classification problem. After close analysis
it is observed that the data suffers from class
imbalance problem. To handle this problem, we
used SMOTE ((Cummins et al., 2017)) a Python
toolbox. TPOT gives extreme gradient boosting
classifier tune parameters i.e. GradientBoost-
ingClassifier(learning rate=1.0, max depth=7,
max features=0.35, min samples leaf=19,
min samples split=10, n estimators=100, sub-
sample=1.0) for binary classification.

5 Result Analysis and Conclusion

The model achieved rank in the Coda Lab chal-
lenge is 31, with an evaluation value of 0.34. Af-
ter the release of Gold set, the model is tuned again
using the same TPOT library, which is then trained
and evaluated. The results are shown in the figure
and .

This work describes our suggestion mining
technique which is a hybrid of graph struc-
turing and classification algorithm. Our tech-
nique uses graph similarity metrics to find sim-
ilar graphs from the dataset, which later serves
as an input (feature vector) to the classifica-
tion algorithm. The technique generates word
graphs against given reviews which are replicated
throughout the dataset using graph similarity tech-
niques. Though the results need improvement
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however they are convincing enough to show that
use of word graphs with different vicinity window
can be helpful in classifying suggestions related
reviews within a domain. For further model im-
provements, use of different similarity metrics can
be adopted as well as graph constructions using
different vicinity window size can be tested.
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