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Abstract

This paper summarizes our contribution to
the Hyperpartisan News Detection task in Se-
mEval 2019. We experiment with two differ-
ent approaches: 1) an SVM classifier based
on word vector averages and hand-crafted lin-
guistic features, and 2) a BiLSTM-based neu-
ral text classifier trained on a filtered training
set. Surprisingly, despite their different nature,
both approaches achieve an accuracy of 0.74.
The main focus of this paper is to further ana-
lyze the remarkable fact that a simple feature-
based approach can perform on par with mod-
ern neural classifiers. We also highlight the ef-
fectiveness of our filtering strategy for training
the neural network on a large but noisy train-
ing set.

1 Introduction

In the era of misinformation, the challenge of dif-
ferentiating reality from frames, facts from opin-
ions, is becoming increasingly important. Con-
cepts such as Fake News, Fact Checking or Post-
Truth Era, generally unknown a few years ago
(Lewandowsky et al., 2017), started to play an
important part in media, academic papers and
even in Natural Language Processing (NLP) tasks
(Rashkin et al., 2017; Shu et al., 2017; Wang,
2017). Nowadays, strongly opinionated news sto-
ries can offer biased information, as is the case
with hyperpartisan articles. A text is considered
hyperpartisan when it is highly polarized towards
an extreme position. Potthast et al. (2018) ana-
lyzed hyperpartisanism in relation to fake news,
to discover that a very similar writing style could
be associated both with right-wing and left-wing
polarized stories. This shared style of biased arti-
cles was different from that of mainstream articles.
Task 4 in SemEval 2019 (Kiesel et al., 2019) con-
sisted in a classification challenge where news ar-
ticles had to be sorted out as hyperpartisan or non-

hyperpartisan. Our approach addressed this chal-
lenge via two different models, which included
1) an SVM classifier based on word embeddings
averages and handcrafted linguistic features and
2) a recurrent BiLSTM neural network classifier
trained on filtered data. The reason and process
for filtering data will be explained in section 3.2.

Word embeddings have remained central to the
state-of-the-art approaches in NLP since the intro-
duction of Word2Vec (Mikolov et al., 2013) and
GloVe (Pennington et al., 2014) models. In ad-
dition to modelling word meaning, embeddings
can also be applied to longer units of signifi-
cance, such as phrases, sentences, paragraphs or
entire documents (Le and Mikolov, 2014). How-
ever, although such vector representations often
enable the best results in a variety of NLP chal-
lenges, some tasks still benefit from linguisti-
cally inspired approaches. In fact, recent work
has proved how linguistic features and stylome-
try could improve the performance of deep learn-
ing techniques. The already mentioned work in
Hyperpartisan and Fake News detection (Potthast
et al., 2018) applied stylometry based on linguistic
features to identify strongly biased articles. Bag of
words, stop words, part of speech and readability
scores are some of the features analyzed by the au-
thors. They also focus on quotes, measuring their
length and counting their appearances in a text.
Rhetorical questions or the appearance of personal
pronouns, among many others linguistic features,
also helped to classify suspicious vs trusted news
posts on Twitter (Volkova et al., 2017). The num-
ber of adverbs or swear words has also been used
for fact checking purposes (Rashkin et al., 2017).
Inspired by these previous works and their results,
these linguistic features are some of the ones we
apply in our first model.

The second model is based on word embed-
dings as input for a neural network. Specifically,
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we used a Convolutional Neural Network (CNN)
combined with a Bidirectional Long-Short Term
Memory (BiLSTM) network. The main novelty of
this approach lies in the preprocessing step which
filters the training data. This strategy is used be-
cause the bulk of the training data only provides
a weak supervision signal, which we found too
noisy to use directly.

2 Data

The data provided for this task consisted of a train-
ing set of 645 news articles, manually labeled
as hyperpartisan or non-hyperpartisan. In addi-
tion to this gold standard data, a larger dataset of
600,000 training articles and 150,000 validation
articles was provided. These complementary doc-
uments were labeled automatically depending on
their source media. If the media was considered
hyperpartisan, the article was labeled as such, but
without analyzing its content. These automatically
tagged articles also included further labels (refer-
ring to the publisher rather than the article itself),
which have not been used in our system. Our first
model exclusively relied on the manually labeled
articles (645) for training, while the second model
also took advantage of the larger set of weakly la-
beled articles (750000).

3 Our Approach

The dataset was preprocessed by changing the
text to lower case and then applying tokenization.
For our first model, sentence tokenization was ap-
plied and articles were preprocessed with part-
of-speech tagging (PoS), using the NLTK library
(Bird et al., 2009). While Potthast et al. (2018)
kept and analyzed quotes in texts, we chose to
delete them in both datasets. Our first experiments
showed that, in a small number of cases, keep-
ing quotes drove our system to misclassification
because while an article could quote hyperparti-
san statements of others, the document itself did
not necessarily have an extreme position towards
a topic or event. In both approaches, we only con-
sidered the main text of the article, discarding its
title.

3.1 Model 1: Combining Document
Embeddings with Linguistic Features

Document embeddings were built for each article.
For doing so, we first computed embeddings for
all sentences by averaging the pre-trained GloVe

vectors (Pennington et al., 2014) for all the words
occurring in them. To this end, we used the un-
cased Common Crawl pretrained GloVe embed-
dings, with 300 dimensions and a vocabulary of
1.9 million words. The average of all the sentences
in an article was then computed to obtain a sin-
gle vector representation of the news article. To
complement this document vector, we identified a
number of document-level discriminant linguistic
features to classify a text as hyperpartisan or non-
hyperpartisan. The selected features are as follow:

• excl: total number of exclamation marks

• quest: total number of question marks

• adj: percentage of tokens which are adjec-
tives

• adv: percentage of tokens which are adverbs

• insults: total number of insults or swear
words1

• first pers: total number of times that the
first person personal pronoun I was used

• sent length: average length of sentences

• min sent: length of the shortest sentence

• max sent: length of the longest sentence

These feature values were concatenated with the
document vector to provide the input for a linear
SVM classifier.

To experiment with different configurations of
our method, we used the 645 manually labeled ar-
ticles with 5-fold cross-validation. Document em-
beddings and linguistic features vectors were con-
sidered both separately and concatenated as input
for different classifiers, namely Random Forest,
Logistic Regression and Support Vector Machine
(SVM), with different parameters. In all cases,
we used the implementations from the Scikit-
Learn Machine Learning Library (Pedregosa et al.,
2011). After testing the different options, a con-
catenated vector of document embeddings and lin-
guistic features as input for an SVM proved to ob-

1A file containing swear words and insults was
provided as input for a swear words count function.
The file was created with a list of such words ex-
tracted from https://www.digitalspy.com/tv/a809925/ofcom-
swear-words-ranking-in-order-of-offensiveness/, and then
augmented with 2,500 similar insults coming from their
word2vec nearest neighbours.



931

tain the best results. We finally trained our com-
bined model as a linear SVM on the entire set of
645 gold standard documents.

3.2 Model 2: Neural Text Classification
Neural networks need large amounts of data to be
able to learn. The small dataset of 645 manually
labeled articles was clearly too small to train a
competitive neural network model. However, we
noticed that the large training set of 750K docu-
ments, which was labeled based on the publisher,
was too noisy, yielding a performance which was
far worse than that of the first model. We at-
tempted to surmount this issue via a two-step strat-
egy, in which we first trained a classifier on the
small training set, which we used to filter the larger
but noisy training set. The goal was to automati-
cally extract from the 750K labeled-by-publisher
articles only those which were correctly predicted
as hyperpartisan or non-hyperpartisan by this ini-
tial classifier. The strategy which we found to per-
form best was the following:

1. Using half of the 645 labeled articles, we
trained three classifiers:

• a linear SVM based on the linguistic fea-
ture set described in Section 3.1,
• a linear SVM based on the document

embedding
• and a standard neural classifier using a

convolutional layer followed by a bi-
LSTM layer (CBLSTM).

The two first classifiers were included after
they had been tested in our first model, and
with the parameters previously explained.
The choice of using a combination of CNN
and LSTM for our third classifier stems from
previous work where either or both architec-
tures combined proved to be useful in doc-
ument classification (Kim, 2014; Xiao and
Cho, 2016). Concerning the choice of hyper-
parameters, we used 100 convolutional filters
of size 5, and one-token strides. The output
of the CNN layer was then passed to a max-
pooling layer (where pool size was set to 4),
and this output was passed to a bidirectional
LSTM layer which produces two 100d vec-
tor outputs, which after concatenation, were
passed to a final 2d softmax layer. We imple-
mented this model using the keras2 library.

2https://keras.io/

2. We then trained a meta-classifier on the re-
maining half of the 645 articles, which used
the predictions of these three individual clas-
sifiers as features, and which finally gen-
erated a final prediction. For this meta-
classifier we used a linear SVM.

3. Once trained, the meta-classifier was ap-
plied to the 750K labeled-by-publisher arti-
cles. Whenever the ground-truth label agreed
with the prediction of our metaclassifier, the
article was retained in our filtered dataset.

4. Through this process, we obtained around
150K refined labeled articles that we used
for training another CBLSTM, replicating the
same process and parameters used in step 1.
This last refined model was the one applied
to the test set.

4 Analysis

We will focus our analysis on the first model,
given that its result is perhaps most surprising.
We observed that exclamation and question marks
were present in non-hyperpartisan and mainstream
articles, but a high occurrence of these features
is nonetheless clearly correlated with hyperpar-
tisanism. Adjectives and adverbs tended to be
more frequent in hyperpartisan texts as well. In-
sults or swear words were extremely scarce in non-
hyperpartisan articles, so their presence is a strong
indicator for hyperpartisanism. The personal pro-
noun I denotes a personal text, and for this reason
is more common in strongly opinionated articles.
Average sentence length was not found to be par-
ticularly informative. On the other hand, we found
that the shortest sentences in hyperpartisan articles
tend to be shorter than those in non-hyperpartisan
articles. In a similar way, the longest sentences
were also slightly longer in extreme news stories.
These results have been summarized in Table 1.

Further experiments to assess the discrimina-
tory power of each linguistic feature were per-
formed, although these took place after the sub-
mission for this SemEval task. A 5-fold cross val-
idation on the 645 gold-standard articles dataset
was applied to estimate the performance of the
model in each case. As can be seen in Table 2, the
linguistic features on their own are sufficient for
achieving an accuracy of 66%. Combining them
with document embeddings, the results reached
73.2%. However, a deeper analysis showed that

https://keras.io/
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Hyp. Non Hyp.
excl (avg) 1.30 0.63
quest (avg) 2.43 1.20
adj (avg) 9.00 8.40
adv (avg) 4.10 3.20
insults (avg) 0.07 0.01
first pers (avg) 3.26 1.78
sent length (avg) 22.47 24.43
min sent(median) 2.00 4.00
max sent(median) 52.00 47.00

Table 1: Linguistic features extracted from 645 articles
dataset.

some linguistic features were actually deteriorat-
ing the general performance of the system. For
instance, the linguistic features model alone per-
formed better when excl were not accounted for.
On the other hand, insults, adj and adv, re-
spectively, were the most discriminant features,
leading to the biggest drop in performance when
discarded. Here, we would like to highlight that,
surprisingly, the feature adv reduces the perfor-
mance of the combined model, where eliminating
it allows the system to reach 75% of accuracy. The
feature first person is also reducing the score
of the combined system. However, whenever we
omitted two or more linguistic features, the per-
formance of the combined model dropped below
72.7%, which is the accuracy achieved by the doc-
ument vectors on their own. Therefore it seems
safe to conclude that our linguistic features share
some information that, combined, provide com-
plementary evidence for document embeddings.

Ling. Feat. Comb. model
complete
model .660 .732

- excl .666 .738
- quest .663 .730
- adj .642 .730
- adv .651 .750
- insults .640 .738
- first pers .662 .742
- sent length .660 .735
- min sent .662 .730
- max sent .662 .736
only document
embeddings - .727

Table 2: Ablation results for the first model in terms of
accuracy.

5 Results and Discussion

Both our systems obtained around 74% accuracy
in SemEval 2019 task 4: Hyperpartisan News De-
tection under the team name of Ankh-Morpork
Times (Potthast et al., 2019). This constitutes an
improvement of 28 percentage points over the pro-
vided baseline. In the SemEval competition, our
team got the 16th position out of 42 participants.
Our main contribution was to show that a simple
approach, based on document embeddings and lin-
guistic features, can obtain the same accuracy as a
typical neural text classifier.

Overall, there are several lessons learned from
our participation in this task, which we will try
to develop in future work. For example, we con-
firmed that, although the community tends to rely
on the performance of word vectors, linguistic fea-
tures can complement word vector based repre-
sentations in a meaningful way in text classifi-
cation. In addition, further analysis in our work
showed that we could have improved our perfor-
mance with a better selection of linguistic features.
Therefore, for future work, we aim at providing
a more reliable model which takes into account
more complex linguistic features. For instance,
we believe that looking at sentences’ modality and
sentiment, as well as assessing the polarity of ad-
jectives and adverbs in a text, should give valuable
extra information for the task.

As a secondary contribution, we also proposed
a technique for filtering noisy data. It is known
that neural networks perform well for large train-
ing sets, but sometimes a large accurately labeled
dataset cannot be obtained. To this end, we created
a meta-classifier trained on a smaller gold standard
dataset and applied to larger, noisy data for obtain-
ing a filtered higher-quality training set.

6 Namesake

Ankh-Morpork is the biggest city in the Disc-
world, the fictional world that gives name to the
famous fantasy book series by Sir Terry Pratchett.
And Ankh-Morpork Times is its first, biggest and
most famous newspaper, and covers in a peculiar
and surreal way the no less surreal events happen-
ing in this flat world. And sometimes, we must
admit, with quite a hyperpartisan point of view.
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