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Abstract
Task 6 of SemEval 2019 involves identify-
ing and categorizing offensive language in
social media. The systems developed by
TECHSSN team uses multi-level classification
techniques. We have developed two systems.
In the first system, the first level of classifica-
tion is done by a multi-branch 2D CNN classi-
fier with Google’s pre-trained Word2Vec em-
bedding and the second level of classification
by string matching technique supported by of-
fensive and bad words dictionary. The second
system uses a multi-branch 1D CNN classi-
fier with Glove pre-trained embedding layer
for the first level of classification and string
matching for the second level of classification.
Input data with a probability of less than 0.70
in the first level are passed on to the second
level. The misclassified examples are classi-
fied correctly in the second level.

1 Introduction

The growth of social media networks in recent
days has been phenomenal and Twitter is no ex-
ception. However, this rapid growth of social me-
dia also poses a serious challenge of maintaining
ethics in social media because of the degradation
of moral values in society. Offensive micro tweets
are generated on a daily basis targeting a partic-
ular person, organization, race, caste, community,
religion, gender and so forth. For this reason, our
task for the SemEval2019 (Zampieri et al., 2019b)
mainly focuses on the detection of offensive lan-
guage in tweets and classify them.

In Subtask-A, we tried to classify the tweets into
two classes, namely offensive and non-offensive.
The offensive tweets in the Subtask-A are then
categorized in Subtask-B into targeted and untar-
geted tweets, where targeted tweets are aimed at

a specific person, organization, religion or politi-
cal parties. Further, Subtask-C deals with the fine-
grained classification of offensive tweets into three
classes viz person, organization and others.

The training dataset provided by the organiz-
ers contains 13240 tweets. The given dataset is
used as the preliminary dataset to train our model.
In addition, Impermium dataset from Kaggle and
TRAC dataset are added to improve the accuracy
of the model. We have also used a dictionary of
offensive words in the second level of classifica-
tion. Manually classifying the tweets is ambigu-
ous and highly subjective, and is one of the biggest
challenges. The mix of colloquial slang in tweets,
veiled references, missing data, usage of symbols
and emojis are further hurdles that lowered the
prediction accuracy (Founta et al., 2018).

2 Related Work

Many researchers in the field of Artificial Intelli-
gence and Natural Language Processing have been
working to detect offensive speech in tweets us-
ing sentiment analysis. Pang et al. (2002) used a
three level classification system with Naive Bayes
classifier in the first level, Multinomial Updatable
Naive Bayes in the second level and a rule based
classifier named DTNB in the third level. The sec-
ond level of classification increased the accuracy
by 7% while the third level results showed an im-
provement in performance by a 6% rise in accu-
racy. The results were boosted by the usage of an
insulting and abusive language dictionary.

Stammbach et al. (2018) developed an en-
semble model of Convolutional Neural Network
(CNN), Recurrent Neural Network (RNN) and
CNN+RNN that gave a macro averaged F1-score
of 77.7%, 78.6% and 77.6% respectively on 10-
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fold cross validation. It is stated that the correct
words generated by the spell-checker did not oc-
cur in the embeddings and this might be one of
the reasons for the low performance of the model.
Che et al. (2017) presented a review of the recent
deep neural networks used for text classification
and a comparison of word embeddings to Support
Vector Machine (SVM) classifiers. It points out
that a critical issue with CNN is the restriction of
a fixed input size and hence the inability to handle
sentences of variable length as input, and there-
fore, focuses on RNN. It is also mentioned that
n-grams with syntactic and semantic information
achieve significantly better results than the stan-
dard n-grams.

(Le and Mikolov, 2014) uses paragraph vectors
instead of Bag-of-Words (BOW) feature represen-
tation and reduces the classification error by ap-
proximately 39%. Dinakar et al. (2011) and ElSh-
erief et al. (2018) discuss the problem of overlap-
ping classes in target identification. Malmasi and
Zampieri (2018) discuss the various challenges in
discriminating hate, offensive and non-offensive
text using ensemble techniques and stacked gen-
eralization meta learning methods.

Razavi et al. (2010) discuss about the multilevel
classification for flame detection using comple-
ment naive Bayes on first level to select discrim-
inative features and multinomial updatable naive
Bayes classifier on second level to enhance the
model with new features for adaptive learning.
They have used rule-based classifier named DTNB
(Decision Table/Naive Bayes hybrid classifier) as
the last level to classify the text into Flame/Not.

3 Methodology and Data

The task of classifying offensive tweets is difficult
as it needs to discover the intention of the user.
Moreover, people who follow the chatting con-
vention use offensive words to express their feel-
ings. The architecture diagram for the offensive
text classification is shown in Figure 1.

3.1 Acquiring Datasets

The classifier can make a well-informed decision
if we procure and supply more data to it. For good
performance, deep learning requires sufficiently
large amount of data. Therefore, in addition to
the dataset given by Zampieri et al. (2019a), we
also compiled a variety of datasets for our tweet
classification. We have added the TRAC training

TRAC data
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Figure 1: Architecture of Proposed System

dataset (Kumar et al., 2018) consisting of online
posts from Facebook, the Impermium Dataset of
Kaggle (Impermium, 2013), and used a compre-
hensive list of known offensive words banned by
Google in all their different forms. TRAC dataset
is based on multiclass classification (OAG, CAG,
NAG). We have considered OAG and CAG class
labels as OFF label and NAG as NOT for the sub-
task A.

3.2 Data Preprocessing

Data preprocessing critical for the success of any
machine learning solution. The given dataset
shows many signs of irregularities which is a clas-
sic signature of any collection of tweets. Normal-
izing the data involves flattening the dimensions of
data into textual form. The dataset is cleaned and
processed using functions from NLTK and spacy
toolkit.

During preprocessing, we

(a) remove URLs,
(b) annotate emojis, emoticons,
(c) convert uppercase to lowercase,
(d) expand contractions,
(e) remove stopwords,
(f) remove special characters,
(g) remove accented characters,
(h) reduce lengthened words,
(i) lemmatize text, and
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(j) remove extra whitespace

Among the steps listed above, step (e) is omitted
for subtask-B and subtask-C, since stopwords are
significant for target identification.

3.3 Model Description

We classified the text using these three models and
compare the results:

1. 2D-CNN with Word2Vec Learned Embed-
dings

2. 1D-CNN with GloVe
3. SVM with BOW

3.3.1 2D-CNN with Word2Vec Learned
Embeddings

Even though it is unconventional to use a two di-
mensional convolutional network to work on text
sequences, it has proved its usefulness quite sat-
isfactorily (Prusa and Khoshgoftaar, 2017). The
model is built by taking the pre-trained Google’s
Word2Vec weights and learn more with the fol-
lowing additional layers.

1. Input layer
2. Embedding layer
3. Convolutional layer with kernel size 2
4. Convolutional layer with kernel size 3
5. Convolutional layer with kernel size 4
6. Respective pooling layers for CNN layers
7. Fully connected dense layer
8. Output layer

We have used an embedding layer which learns
the weights of the embedding matrix during train-
ing. The bigrams, trigrams and fourgrams of the
words are obtained by applying filters and kernels
of the right size on the embedding layer output.
After applying the filters, a max pooling operation
is performed on each CNN layer to scale down the
output vectors into dense feature vectors, each of
size 100. The three dense vectors are concatenated
and flattened into a single dense vector of size 300
in the fully connected layer. The final output is ob-
tained through a dense layer with 2 output units.

The main ideabehind the concatenation of the
word grams is to compute n-grams in parallel, add
them together and extract as much information as
possible from the vectors. This enables the clas-
sifier to learn and understand the relationships be-
tween the underlying words. The parameters for
the model are as set as follows: sequence length

of the model is 43, learning rate is set as 0.001
and dropout is set as 0.5, Softmax activation func-
tion for output layer and Relu activation function
in other layers.

3.3.2 1D-CNN with GloVe
GloVe embeddings with 1 million word vectors of
200 dimension from twitter is used as an alterna-
tive method to create the embedding matrix of the
embedding layer in the network. We used a con-
ventional convolutional neural network in single
dimension and extracted the skip-grams in paral-
lel by using filters of size 2, 3 and 4, each vector
of size 100, in three different branches and con-
catenated them to form one flattened dense vector
of size 300. We have used 100 filters and dropout
value as 0.2. Softmax activation function is used
in output layer and Relu function is used in other
layers. To increase the representational power of
the neural network, a couple of dense layers are
added before the final output layer. This model
has fewer trainable parameters, takes less time to
train, yet performs on par with 2D-CNN.

3.3.3 SVM with Bag-Of-Words
We implemented a Support Vector Machine us-
ing Term Frequency-Inverse Document Frequency
(TF-IDF) model and found it to be as good as neu-
ral networks. The input document is converted
into binary vectors using TF-IDF method. These
feature vectors are fed as input to the SVM which
uses a linear function as the kernel. The confu-
sion matrix for SVM is shown in Table 1. Lin-
ear SVM is found to be better for text classifica-
tion since most of the text classification problems
are linearly separable (Joachims, 1998). For our
model, BOW vector size is 98807.

Actual
OFF NOT

Predicted
OFF 689 618
NOT 75 1880

Table 1: Linear SVM with TF-IDF model

3.3.4 Logistic Regression and RNN Models
We also trained Logistic Regression (Davidson
et al., 2017) and RNN + LSTM (Long Short-Term
Memory) models (Pitsilis et al., 2018). Table 2
shows macro average F1-scores for the various
models developed. These models do not perform
well compared to CNN and SVM. We used 75%
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Model Used F1 (Macro)
1D-CNN with GloVe 0.751
2D-CNN with Word2Vec 0.740
Linear SVM with TF-IDF 0.722
RNN+LSTM and GloVe 0.719
Logistic Regression with BoW 0.703
RNN+LSTM and Word2Vec 0.702

Table 2: Comparison of F1-scores of the Models Used

of the instances for training and 25% for testing
the accuracy of the models.

The Logistic Regression using count vectoriza-
tion model predicts more offensive tweets cor-
rectly than the previous models specified here.
However, since the model could not classify non-
offensive tweets effectively, its performance is
low. The reason is that the bag of words model
using count vectorization does not take the con-
text or the semantics of the tweet into account and
hence contextually non-offensive tweets with an
offensive word in them are misclassified. Table 3
shows the confusion matrix for logistic regression
model.

Actual
OFF NOT

Predicted
OFF 831 476
NOT 250 1705

Table 3: Logistic Regression using BoW

3.3.5 Second Level Classification for
Subtask-A

Most of the models we have described in the pa-
per classify non-offensive tweets more correctly
than offensive ones. To overcome the misclassi-
fication of offensive tweets, a second level of clas-
sification using string comparison model is done.
Tweets predicted offensive with a probability less
than 0.70 are passed on to a string comparison
model which checks for any occurrence of offen-
sive words. As an aid, a dictionary of 1384 words
is constructed with the offensive words banned by
Google and a list of bad words. This two level
classification system proves to be very effective
and increases the performance of the system by
5% in the macro average F1-score. The second
level of classification is used to find whether the
tweet is offensive or not. There is no need for a
second level in subtasks B and C since they do not

involve this classification.

4 Results

Table 4 shows the accuracy (Acc) results for sub-
task A. Three models were developed and tested
for the given dataset. 2D-CNN model with en-
hanced dataset has better F1 score for both offen-
sive and non-offensive tweets in comparison to the
2D-CNN with given dataset alone and 1D-CNN.
1D-CNN has better accuracy than other models.
Since the given dataset is biased, some models
classify non-offensive tweets more correctly than
offensive tweets. Such a model has better accuracy
than other models, but lower F1 score.

System F1 (macro) Acc
All NOT baseline 0.4189 0.7209
All OFF baseline 0.2182 0.2790
2D-CNN (28000 Data) 0.7382 0.8058
2D-CNN (13240 Data) 0.7351 0.8035
1D-CNN 0.7281 0.8174

Table 4: Results for Subtask A

Table 5 shows the results for subtask B. We de-
veloped SVM and 2D-CNN model for subtask B.
SVM classifies tweets into targeted and untargeted
ones more effectively than 2D-CNN model.

System F1 (macro) Accuracy
All TIN baseline 0.4702 0.8875
All UNT baseline 0.1011 0.1125
SVM with TF-IDF 0.6602 0.8208
2D-CNN 0.5588 0.775

Table 5: Results for Subtask B

Table 6 shows the results for subtask C. SVM
with TF-IDF, 1D-CNN with GloVe and 2D-CNN
with learned Word2Vec embeddings are used to
build models for subtask C. 1D-CNN model has
better F1 macro score than other models.

System F1 (macro) Accuracy
All GRP baseline 0.1787 0.3662
All IND baseline 0.2130 0.4695
All OTH baseline 0.0941 0.1643
SVM with TF-IDF 0.5095 0.6808
1D-CNN 0.5633 0.6714
2D-CNN 0.4846 0.6479

Table 6: Results for Subtask C
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The confusion matrix for the best model in sub-
tasks A, B and C are shown in Figure 2, 3 and 4
respectively.
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Figure 2: SubTask A: Confusion Matrix for 2D-CNN
with Word2Vec embeddings
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Figure 3: Subtask B: Confusion Matrix for SVM with
bag of words model
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Figure 4: SubTask C: Confusion Matrix for 1D-CNN
with GloVe

5 Conclusion

We have built three models for the tasks of of-
fensive language detection and classification in
tweets. The models are 2D-CNN with Word2Vec
learned embeddings, 1D-CNN with GloVe and
SVM with TF-IDF. All the models use data pre-

processed with NLTK, which we think is an im-
portant factor for improved accuracy. In addition,
we also made use of a dictionary of offensive and
banned words for a second level of classification.

Meaning of a tweet varies with an individual’s
perception and cannot be judged by simple con-
ventional models. This is one reason for the re-
duced precision of classification. The concepts of
irony, sarcasm, humor and other tones of a conver-
sation are too intuitive and implicit for the models
to detect them accurately. We intend to investi-
gate further by adding multiple hidden layers and
building complex network structure which will, in
parallel, look for the tell-tale signs of the target
tone of the tweets.

1D-CNN model achieved less F1-score in the
target identification (subtask C) than in subtasks A
and B, due to smaller dataset, which can improved
by augmenting the dataset.
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