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Abstract

In the age of emerging volume of microblog
platforms, especially twitter, hate speech prop-
agation is now of great concern. However, due
to the brevity of tweets and informal user gen-
erated contents, detecting and analyzing hate
speech on twitter is a formidable task. In this
paper, we present our approach for detecting
hate speech in tweets defined in the SemEval-
2019 Task 5. Our team KDEHatEval em-
ploys different neural network models includ-
ing multi-kernel convolution (MKC), nested
LSTMs (NLSTMs), and multi-layer percep-
tron (MLP) in a unified architecture. More-
over, we utilize the state-of-the-art pre-trained
sentence embedding models including Deep-
Moji, InferSent, and BERT for effective tweet
representation. We analyze the performance of
our method and demonstrate the contribution
of each component of our architecture.

1 Introduction

Nowadays, microblog platforms such as twit-
ter has become the most popular communica-
tion medium among the people due to its conve-
nient feature for sharing views, opinions, breaking
news, and ideas. Besides its robust communica-
tion feature, it has facilitated the evil-minded peo-
ple to propagate anti-social behavior including on-
line harassment, cyber-bullying, and hate speech.

Hate speech is commonly defined as any com-
munication that disparages a person or a group
on the basis of some characteristics such as race,
color, ethnicity, gender, sexual orientation, na-
tionality, religion, or other characteristics (Basile
et al., 2019). Given the massive amount of user-
generated contents on the microblog, the problem
of detecting, and therefore possibly limit the hate
speech diffusion, is becoming fundamental, for in-
stance for fighting against misogyny and xenopho-
bia.

To address the challenges of hate speech detec-
tion in microblog platforms, Basile et al. (2019)
proposed a multilingual detection of hate speech
(HatEval) in twitter, task 5 at SemEval-2019. The
task features two specific different targets includ-
ing immigrants and women and focuses on two re-
lated subtasks.

Task A defines a two-class (or binary) classi-
fication problem where a system needs to predict
whether a tweet in English or Spanish with a given
target (women or immigrants) is hateful or not
hateful. Whereas task B defines the aggressive be-
havior and target classification problem. A system
first classifies a hateful tweet as aggressive or not
aggressive, and then identify the target harassed
as the individual or generic (i.e., single human or
group). In this paper, we only focus on the English
tweets for both task A and B.

The rest of the paper is structured as follows:
Section 2 provides a brief overview of prior re-
search. In Section 3, we introduce our proposed
neural network model. Section 4 includes exper-
iments and evaluations as well as the analysis of
our proposed method. Some concluded remarks
and future directions of our work are described in
Section 5.

2 Related Work

Early studies on hate speech detection focused
mainly on lexicon-based approaches (Kwok and
Wang, 2013; Gitari et al., 2015). However, these
approaches prone to failure for detecting hate
speech in a microblogging platform where rare
terms are evolving incessantly. Besides some re-
searchers tackled the problem by employing fea-
ture (e.g., N-gram, TF-IDF) based supervised
learning approach using SVM and Naive-Bayes
classifier (Gaydhani et al., 2018; Unsvåg and
Gambäck, 2018).



366

More recently several researchers tried to ad-
dress the problem by using state-of-the-art neu-
ral network based models. Among several promi-
nent works, Badjatiya et al. (2017) employed mul-
tiple deep learning architectures including CNNs,
LSTMs, and fastText to learn semantic word em-
beddings for hate speech detection. Golem et
al. (2018) utilized the combination of traditional
shallow machine learning models and deep learn-
ing models for hate speech detection. Pitsilis et
al. (2018) utilized the ensemble of recurrent neural
network (RNN) classifiers and incorporated var-
ious features associated with user-related infor-
mation. Zhang et al. (2018) introduced a new
method by combining a convolutional neural net-
work (CNN) and gated recurrent unit (GRU) mod-
els. Djuric et al. (2015) used the comment embed-
dings for detecting hate speech.

3 Proposed Framework

In this section, we describe the details of our pro-
posed neural network model. The goal of our
proposed approach is to detect whether a tweet is
hateful or not as well as determine its aggressive-
ness and identify the target harassed as individual
or generic. We consider each task as a binary clas-
sification problem as well as train and evaluate our
model accordingly. Figure 1 depicts an overview
of our proposed model.
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Figure 1: Proposed framework.

At first, we utilize a pre-trained word embed-
ding model to obtain the high-quality distributed
vector representations of tweets. Next, we apply
the multi-kernel convolution (MKC) and nested
LSTMs (NLSTMs) models to extract the higher-

level feature sequences with sequential informa-
tion from the tweet embeddings. Besides, we
employ three different pre-trained tweet encoder
models including DeepMoji, InferSent, and BERT
to encode each tweet into 2304, 4096, and 1024-
dimensional feature vector, respectively. These
feature vectors are then combined and sent to a
multi-layer perceptron (MLP) module. Finally, the
generated output feature sequences from MKC,
NLSTMs, and MLP are concatenated and fed into
the fully-connected prediction module to deter-
mine the final category label. For the simplicity
of discussion, we named our proposed neural net-
work architecture as MKC-NLSTMs-MLP. Next,
we describe each component elaborately.

3.1 Embedding Layer
Distributed representation of words known as
word embedding is treated as one of the most
popular representations of documents vocabulary
due to its capability of capturing the context of
a word within a document as well as estimat-
ing the semantic similarity and relation with other
words (Mikolov et al., 2013; Pennington et al.,
2014; Bojanowski et al., 2017).

In our proposed framework, we utilize a pre-
trained word embedding model based on fast-
Text (Bojanowski et al., 2017) to obtain the
high-quality distributed vector representations of
tweets. The dimensionality of the embedding ma-
trix will be L × D, where L is the tweet length,
and D is the word-vector dimension.

3.2 Multi-kernel Convolution
The convolution layers usually applied to extract
the higher level features from the given input ma-
trix. Since kernel sizes, i.e., the size of the con-
volution filters have a significant effect on perfor-
mance, we apply filters with different sizes to get
the different kinds of effective features. In our
multi-kernel convolution, We perform the convo-
lution on the input tweet’s embedding matrix by
using four different kernel sizes: 2, 3, 4, and 5.
Some previous studies already demonstrated the
effectiveness of multi-kernel convolution over the
single one (Kim, 2014; Zhang and Wallace, 2015;
Wang et al., 2017).

3.3 Nested LSTMs
In nested LSTMs (NLSTMs) (Moniz and Krueger,
2017), the LSTM memory cells have access to
their inner memory, where they can selectively
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read and write relevant long-term information.
While the value of the outer memory cell in the
LSTM is estimated as coutert = ft� ct−1+ it�gt,
memory cells of the NLSTM use the concate-
nation (ft � ct−1, it � gt) as input to an inner
LSTM (or NLSTM) memory cell, and set coutert =
hinnert . The inner memories of NLSTMs operate
on longer time-scales and capture the context in-
formation from the input tweets effectively.

3.4 Pre-trained Models for Feature Encoding
In order to extract features for effective tweet rep-
resentation, we utilize the three state-of-the-art
pre-trained sentence embedding model including
DeepMoji, BERT, and InferSent. In this section,
we briefly describe these models.

DeepMoji: DeepMoji (Felbo et al., 2017) per-
forms distant supervision on a dataset of 1246 mil-
lion tweets comprising a more diverse set of noisy
labels. DeepMoji uses an embedding layer of 256
dimensions to project each word of a tweet into a
vector space. Two bidirectional LSTM layers with
1024 hidden units in each (512 in each direction)
are applied to capture the context of each word.
Finally, an attention layer takes all of these layers
as input using skip-connections. We employ the
representation vector of dimension 2304 obtained
from the attention layer as the features.

BERT: BERT (Devlin et al., 2018) stands
for Bidirectional Encoder Representations from
Transformers, which is a new method of pre-
training sentence representations. We employ the
BERT-Large, Uncased model to encode each tweet
into a 1024-dimensional feature vector.

InferSent: InferSent (Conneau et al., 2017) is a
universal sentence embedding model trained using
the supervised data of the Stanford Natural Lan-
guage Inference (SNLI) datasets. We employ the
InferSent model trained on fastText (Bojanowski
et al., 2017) vectors to encode each tweet into a
4096-dimensional feature vector.

3.5 Multi-layer Perceptron
After extracting features from the pre-trained ex-
ternal tweet encoder model, we concatenate them
and pass to a fully connected multi-layer percep-
tron (MLP) network.

A multilayer perceptron (MLP) (Pedregosa
et al., 2011) is a feed-forward artificial neural net-
work model that maps sets of input data onto a set
of appropriate outputs. An MLP consists of multi-
ple layers of nodes in a directed graph, with each

layer fully connected to the next one. Except for
the input nodes, each node is a neuron with a non-
linear activation function. MLP utilizes a super-
vised learning technique called back-propagation
for training the network.

3.6 Prediction Module and Model Training
We concatenate the final tweet representation from
the multi-kernel convolution (MKC) module, NL-
STMs module, and MLP module and pass it to a
fully connected softmax layer for category predic-
tion. We consider cross-entropy as the loss func-
tion and train the model by minimizing the error,
which is defined as:

E(x(i), y(i)) =

k∑
j=1

1{y(i) = j} log(y∼(i)
j )

where x(i) is the training sample with its true label
y(i). y∼(i)

j is the estimated probability in [0, 1] for
each label j. 1{condition} is an indicator which
is 1 if true and 0 otherwise. We use the stochastic
gradient descent (SGD) to learn the model param-
eter and adopt the Adam optimizer (Kingma and
Ba, 2014).

4 Experiments and Evaluations

4.1 Dataset Collection
The multilingual detection of hate speech (HatE-
val) task 5 at SemEval-2019 (Basile et al., 2019)
provides a benchmark dataset to evaluate the per-
formance of the participants’ systems. The pro-
posed task features two specific different targets
including immigrants and women in a multilingual
perspective, for Spanish and English. However,
we only used the English dataset to evaluate our
proposed system. The training, validation, and test
set of the English dataset contains the 9000, 1000,
and 2971 annotated tweets, respectively.

4.2 Model Configuration
In the following, we describe the set of param-
eters that we have used to design our proposed
neural network model, MKC-NLSTMs-MLP. Our
designed model was based on Tensorflow (Abadi
et al., 2016) and trained on a GPU (Owens et al.,
2008) to capture the benefit from the efficiency
of parallel computation of tensors. We performed
hyper-parameter optimization using a simple grid
search. We used the 300-dimensional fastText
embedding model pre-trained on Wikipedia with
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skip-gram (Bojanowski et al., 2017) to initialize
the word embeddings in the embedding layer de-
scribed in Section 3.1. For the multi-kernel con-
volution described in Section 3.2, we employed
4 different kernel sizes including (2,3,4,5), and
the number of filters was set to 600. The nested
LSTMs module contains 2 layers and multi-
layer perceptron (MLP) module contains 3 fully-
connected dense layers. We trained all models
with 15 epochs with a batch size of 32 and an ini-
tial learning rate 0.001 by Adam optimizer. The
MLP layers were dropped out with a probability of
0.02. L2 regularization with a factor of 0.01 was
applied to the weights in the softmax layer. Unless
otherwise stated, default settings were used for the
other parameters.

4.3 Evaluation Measures

To evaluate the performance of the system, the or-
ganizers used different strategies and metrics for
the task A and B (Basile et al., 2019). For the task
A, standard evaluation metrics, including accu-
racy, precision, recall, and F1-score were applied
to estimate the performance of a system. How-
ever, F1-score considered as the primary evalua-
tion measure for this task.

For the task B, macro average F1-score of
the hate speech (HS), target range (TR), and ag-
gressiveness (AG) category and exact match ratio
(EMR) of these categories are used as the evalu-
ation measures. EMR considered as the primary
evaluation measure for task B.

4.4 Experimental Results

We now evaluate the performance of our pro-
posed method, MKC-NLSTMs-MLP, in this sec-
tion. The summarized results for task A and task B
are presented in Table 1 and Table 2, respectively.

At first, we presented the performance of our
proposed method denoted by team name KDEHat-
Eval as well as presenting the performance of ran-
domly chosen top-ranked participated systems and

Team Name Accuracy Precision Recall F1-Score

KDEHatEval 0.493 0.633 0.555 0.440

Fermi 0.653 0.690 0.679 0.651
YNU DYX 0.560 0.636 0.603 0.546
SINAI DL 0.535 0.601 0.577 0.519
Hateminers 0.544 0.658 0.596 0.516
SVC Baseline 0.492 0.595 0.549 0.451
MFC Baseline 0.579 0.289 0.500 0.367

Table 1: (Task A) Our result with other selected teams.

Team Name Avg. F1-Score Exact Match Ratio (EMR)

KDEHatEval 0.559 0.324

MFC Baseline 0.421 0.580
CIC-1 0.551 0.568
SINAI DL 0.611 0.384
Hateminers 0.589 0.357
SVC Baseline 0.578 0.308

Table 2: (Task B) Our result with other selected teams.

HatEval-2019 baselines. The organizers used the
SVC (a linear support vector machine) and MFC
(a trivial model that assigns the most frequent la-
bel, estimated on the training set) as the baseline
system (Basile et al., 2019).

In order to estimate the effect of each compo-
nent of our MKC-NLSTMs-MLP model, we per-
formed the component ablation study. In this re-
gard, we removed one component each time and
repeated the experiment. The summarized experi-
mental results of component ablation study for the
task A are presented in Table 3.

Method Accuracy Precision Recall F1-Score

MKC-NLSTMs-MLP 0.493 0.633 0.555 0.440

−MKC 0.441 0.507 0.503 0.381
−NLSTMs 0.483 0.630 0.548 0.423
−MLP 0.495 0.636 0.557 0.443
−MKC−NLSTMs 0.458 0.507 0.505 0.431
−MKC−MLP 0.475 0.592 0.537 0.419
−NLSTMs−MLP 0.485 0.640 0.549 0.423

Table 3: (Task A) Ablation study of our proposed
method.

From the results, it can be observed that when
removing multi-kernel convolution (MKC) and
nested LSTMs (NLSTMs) the overall F1 score de-
creased by 5.6% and 1.7%, respectively. How-
ever, when removing external tweet embedding
with MLP module, the results increased by 0.3%.
This observation deduced that in our current archi-
tecture, external pre-trained model features with
MLP contributed negatively.

Besides, removing one component, we also per-
form ablation study by removing two components
and present the results accordingly in Table 3.
This analysis provides the overall performance of
the individual component.

5 Conclusion

In this paper, we presented our approach to the
SemEval-2019 Task 5: HatEval: Detection of
hate speech. We tackled the problem by em-
ploying several deep learning techniques includ-
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ing multi-kernel convolution, nested LSTMs, and
multi-layer perceptron in a unified architecture.

Though we have used the state-of-the-art tech-
niques in our proposed approach, the overall per-
formance is not satisfactory. The contribution
of nested LSTMs (NLSTMs) is not significant
while compared with the multi-kernel convolu-
tion (MKC). Regarding this, one possible solu-
tion will be used the MKC on top of NLSTMs.
Moreover, we observed that the multi-layer per-
ceptron (MLP) model trained with the concate-
nated features from the pre-trained sentence em-
bedding models hurts the performance of our pro-
posed architecture. We need to observe the abla-
tion study of the sentence embedding models as
well as modify the MLP architecture to mitigate
this issue.

Therefore, there is much room left to im-
prove the performance of our method presented in
HatEval-2019 task. In the future, we have a plan to
overcome these limitations by introducing several
sophisticated techniques.
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