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Abstract

We introduce a novel topic modeling approach
based on constructing a semantic set cover
for clusters of similar documents. Specifi-
cally, our approach first clusters documents us-
ing their Tf-Idf representation, and then covers
each cluster with a set of topic words based
on semantic similarity, defined in terms of a
word embedding. Computing a topic cover
amounts to solving a minimum set cover prob-
lem. Our evaluation compares our topic mod-
eling approach to Latent Dirichlet Allocation
(LDA) on three metrics: 1) qualitative topic
match, measured using evaluations by Ama-
zon Mechanical Turk (MTurk) workers, 2) per-
formance on classification tasks using each
topic model as a sparse feature representation,
and 3) topic coherence. We find that qual-
itative judgments significantly favor our ap-
proach, the method outperforms LDA on topic
coherence, and is comparable to LDA on doc-
ument classification tasks.

1 Introduction

Topic modeling is one of the core research prob-
lems in natural language processing. Approaches
to topic modeling range from simple vector com-
parisons to probabilistic graphical models (Deer-
wester et al., 1990; Hofmann, 1999; Blei et al.,
2003; Mimno and McCallum, 2012). Neverthe-
less, despite the many approaches proposed over
the years, probabilistic topic modeling methods
in general, and Latent Dirichlet Allocation (LDA)
(Blei et al., 2003) in particular, have become ar-
guably the dominant paradigm. For example, it
remains the algorithm of choice in the Amazon’s
healthcare NLP toolkit (Amazon Web Services,
2018).

However, there have been concerns about the
performance of probabilistic models, particularly
in the context of datasets comprised of short doc-
uments, such as tweets (Davidson et al., 2017;
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Yan et al., 2013; Hong and Davison, 2010; Mit-
tos et al., 2018; Steinskog et al., 2017). This is
primarily because the sparsity posed by short texts
makes it hard for the model to sufficiently account
for word co-occurrences, which form the basis of
the definition of a topic in the sense of a multi-
nomial distribution over words. Additionally, the
language used on Twitter is informal in nature,
uses slang and non-dictionary words, and often
lacks proper grammatical structure. Moreover, the
complexity of the probabilistic topic modeling ap-
proaches makes it difficult to interpret the spe-
cific choices they make about topics and their con-
stituent words.

In this paper, we propose a novel approach to
topic modeling which is conceptually simple and
highly interpretable. Our approach is based on two
hypotheses about the nature of short texts, such
as tweets: first, that such texts can be grouped
into relatively few disjoint clusters representing a
similar mix of subjects (nominally, we call these
clusters topics, recognizing that any such cluster
may be comprised of multiple topics), and second,
that each such subject mix can be adequately sum-
marized by a small number of concepts (words).
Both of these are distinct from LDA, which mod-
els a topic as a probability distribution over a large
number of words. While LDA models each text
as a mixture of multiple topics, we assert that each
tweet falls into a single cluster. A more fundamen-
tal qualitative distinction of our approach from
LDA is that it is deterministic in nature, and ad-
mits a much more compact representation of the
corpus, since each topic, or cluster, is represented
by only a small number of words.

To operationalize our hypotheses, we propose
a two-step approach to topic modeling. First,
we cluster documents based on their similarity in
terms of Tf-Idf feature representation. Second,
given the clustering, we attempt to find a set of

Proceedings of the Eighth Joint Conference on Lexical and Computational Semantics (*SEM), pages 92—102
Minneapolis, June 6-7, 2019. (©2019 Association for Computational Linguistics



words for each cluster that forms a description of
the cluster. Specifically, we use a word embed-
ding, along with a document representation in the
same semantic space, to cover each cluster with a
small set of topic words that are semantically simi-
lar to the documents. More precisely, we say that a
word (concept) in a dictionary covers a document
if it is among the k& most similar words in the se-
mantic embedding space. To cover a collection of
documents thereby becomes a minimum set cover
problem instance. While the set cover problem is
computationally hard, it admits a fast greedy ap-
proximation algorithm (Chvatal, 1979), which we
utilize to construct the topic descriptions for each
document cluster.

Our evaluation combines qualitative and quan-
titative metrics. We first qualitatively compare
our approach to LDA by asking MTurk subjects
for their judgments about the quality of respective
choices of topics for a random sample of docu-
ments from a cluster. We do this through two con-
ceptually different ways, and observe a significant
and systematic advantage of our approach over
LDA. Quantitatively, we compare our approach
and LDA in terms of standard intrinsic topic co-
herence and performance in text classification. On
the intrinsic topic coherence metric, our approach
fares significantly better than LDA for 4 out of the
5 datasets we use, and the two are comparable on
the fifth dataset. Finally, we consider two classifi-
cation tasks, spam and hate speech prediction, in
which topic modeling is used as a sparse feature
representation. In this task, we find that both ap-
proaches yield similar performance.

2 Related Work

One of the earlier and more influential topic
modeling methods was Latent Semantic Analy-
sis (LSA) (Deerwester et al., 1990) which per-
forms a singular value decomposition on the term-
document matrix to discover concepts. Probabilis-
tic Latent Semantic Analysis (pLSA) Hofmann
(1999) tackles the limitations of LSA — namely
potential negative values in the SVD, and the lack
of a proper probability distribution — using a la-
tent variable model, where topics are the latent
variables. Arguably the most influential approach
to the topic modeling domain is Latent Dirich-
let Allocation (Blei et al., 2003). LDA can be
thought of as an extension to pLSA, where the
priors are Dirichlet distributions. LDA continues
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to be widely used in topic modeling, and several
derivatives exist — each catering to a specific task,
or corpus-structure (Blei et al., 2007; Blei and Laf-
ferty, 2006; Yan et al., 2013).

Concerns about the performance of such prob-
abilistic topic models with short text data (eg.
tweets) have been illustrated by Davidson et al.
(2017); Yan et al. (2013); Hong and Davison
(2010); Mittos et al. (2018); Steinskog et al.
(2017). Poor performance is attributed to the
sparsity of short text data, which provide insuf-
ficient information for an approach like LDA to
capture word co-occurrence. Yan et al. (2013)
tackle this by explicitly modeling co-occurrence
throughout the corpus to enhance topic learning.
However, this approach requires O(m?) memory
(where m is the size of the vocabulary) to maintain
all biterms (2-grams) and their frequencies in the
corpus, making it inefficient in practice.

Weng et al. (2010) aggregate tweets by the same
user into pseudo-documents, yet this approach
suffers from a dependence on the availability of
user-information, or disproportionate distribution
of tweets over users. Hong and Davison (2010)
aggregate tweets containing the same word, which
improves performance relative to LDA. Combin-
ing documents based on single words however in-
duces heavy biases on the topics discovered. In
our approach, we include a clustering step that can
be thought of as an aggregation method. Docu-
ments that are semantically similar are grouped
together into a cluster instead of a pseudo docu-
ment, where similarity is a function of all words in
the document.

Rangarajan Sridhar (2015) propose learning a
vector space representation of words in a corpus
using Word2Vec, similarly to our approach, ex-
cept without 7f-Idf weights, and then fitting a mix-
ture of gaussians on the resulting vectors using
standard EM. However, the dimensionality of a
Word2 Vec representation is typically high (50-300
in practice), where gaussian mixtures are known to
perform poorly (Krishnamurthy, 2011). Dimen-
sionality reduction on the Word2Vec space is typ-
ically used to alleviate this problem, but it reduces
the strength of the representation in the process.

In addition to probabilistic topic modeling, doc-
ument clustering was successfully used in topic
modeling by Aker et al. (2016), who use a su-
pervised framework to train a learning model
that predicts similarity scores between comments



from news articles. A graph consisting of docu-
ments as nodes and similarity-weighted edges is
then passed to the Markov Clustering Algorithm
(Van Dongen, 2000). A major drawback of this ap-
proach is the dependence on availability of ground
truth data to begin with.

3 Topic Modeling Using a Semantic
Cover

We propose a simple topic modeling framework
comprised of two steps. First, we cluster doc-
uments based on similarity. Second, we extract
a set of topics from each cluster by leveraging a
word embedding. The intuition behind the cluster-
ing step is that it splits a corpus into qualitatively
similar groups of documents. Thus, we expect it
to be possible to summarize the subject of each
cluster by a small collection of topic words. The
second step aims at summarizing each cluster of
documents using a small set of topic words. The
property we seek in this step is that the topic words
chosen are semantically representative of the clus-
ter. To achieve this goal, we leverage recent ad-
vances in neural word embeddings which empir-
ically demonstrated that such embeddings are se-
mantically meaningful (Mikolov et al., 2013a,b).
Semantic similarity between words is roughly cap-
tured by cosine similarity in the embedded space.
Specifically, we first represent documents in the
same embedding space as words, and define the
problem of the choice of topic extraction as a set
cover problem instance. In the set cover instance,
a potential topic word covers a collection of docu-
ments if the word is similar to these in the embed-
ding space.

3.1 Document Clustering

Our first step is to partition the set of documents
in the corpus into a collection of clusters. For this
purpose, we first transform each document into its
Tf-1df representation. Depending on the dataset,
any standard clustering approach may be used to
partition the documents. In our case, we run spec-
tral clustering (Ng et al., 2002) over the documents
in their 7f-1df form, where we use cosine similar-
ity between vectors as the similarity metric.

3.2 A Set Cover Approach for Topic
Extraction

Having obtained a collection of clusters, we treat
them independently, with the goal of extracting a
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small set of representative topic words for each
cluster, which adequately represents the subject of
the documents in the cluster. To this end, we first
represent words, as well as documents, in a vec-
tor space using a word embedding. Aiming for a
small set of words is useful both in reducing the
effort required for human interpretation, as well
as forming a compact representation of a set of
documents for quantitative tasks such as document
classification.

wl
d1

w2

w3 d2

w4 .

d3

w5 d4

w6

Figure 1: Extracting topic words with set cover

Each document (green) in a cluster is connected to its 2 most
similar words (blue). The aim is to find the smallest set of
words such that the union of the edges originating from them
covers all documents in the cluster. In this case, w1 and w2
form the cover.

Suppose that we have a dictionary W (a collec-
tion of words, which is a superset of words that ac-
tually occur in the cluster), with each word embed-
ded in a real vector space, i.e., for each w € W,
w € R™. Moreover, suppose that each document d
is represented in the same embedding space. First,
we associate each word w € W with a set of docu-
ments, D(w), based on their similarity in the em-
bedding space. Let s(w,d) be a similarity score
between a word w and a document d. Given a
document d, let Wy, (d) be the set of £ most similar
words to d in terms of s(w, d).

Definition 1 A word w k-covers a document d if
w € Wi(d).

Now, the set Dy (w) is the set of all documents d
in the cluster k-covered by a word w. Next, we
define our topic representation for a cluster C' of
documents as a set cover.

Definition 2 A collection of words W k-covers a
cluster of documents C if C C Uyew, Di(w). A
collection of words W¢ (k,1 —d)-covers a cluster
Cif |C N (Vwewe Di(w))|/|Cl = 1 = 6.



In words, a collection of words W covers a clus-
ter if each document in the cluster is covered by
some word w € W¢. If the cover is partial, in the
sense that at least a fraction 1 — § (i.e., most) of the
documents are covered, we call it the 1 — § cover.
At this point, it is important to note that in prin-
ciple the cover W need not include solely words
found in the documents in cluster C.

Having defined what it means for a collection of
topical words to cover (exactly or approximately)
a document cluster (really, an arbitrary collection
of documents), we now observe that our aim is to
find a small cover—that is, the smallest number
of topic words that adequately cover a document
cluster. Next, we define this notion precisely.

Definition 3 Given a k and 6, a minimum (k, 1 —
9) cover for a document cluster C'is a collection
W which is a1 —0 cover such that [WE| < |[W¢|
for any other (k,1 — 0) cover W¢ of a document
cluster C.

Embedding Words and Documents

To derive a word embedding, we can use one of the
standard embedding approaches which has been
demonstrated to roughly correspond to semantic
relationships among words. We chose Word2Vec
for this purpose, although other such embedding
approaches can presumably be used in its place.
While we used the Tf-Idf representation of docu-
ments in clustering, this is not well-suited to topic
extraction using set cover, since it does not embed
documents in the same semantic space as words.
To address this, we represent the documents in
a new embedded space by computing a weighted
average of Word2Vec (Mikolov et al., 2013a) rep-
resentations of words occurring in the document,
with Tf-Idf as the weighting scheme. Using Tf-
Idf weighting in conjunction with a Word2Vec
representation helps alleviate issues that the in-
dividual representations face when used indepen-
dently. Used in isolation, the standard Tf-Idf rep-
resentation only allows us to compute similari-
ties between documents, but not between words -
given that words in this case are simply orthonor-
mal one-hot vectors. Using only the Word2Vec
representation allows us to compare similarity be-
tween words, but does not, by itself, represent doc-
uments. As Tf-Idf is an information-measure of
how important a word is to a document, it is natu-
rally an apt weighting scheme to represent a doc-
ument as the weighted centroid of the vectors cor-
responding to the words in the document.
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As we describe in the sections to follow, this
also allows us to find topic-words for documents
that might not necessarily be contained in the doc-
uments themselves. To define this representation
precisely, suppose that ¢ is the Tf-Idf representa-
tion of a document over a word dictionary W, and
let V be the matrix with columns corresponding to
words embedded in real space using Word2Vec.
Then the embedded document representation is
defined by

d=Vt/m,
where m is the number of words in the document.

Computing the Minimum Semantic Set Cover

Given the definition of the minimum semantic
cover for a cluster of documents, along with an
embedding of both words and documents in the
same space, we can now extract the topics for each
cluster using a greedy algorithm inspired by the
O(nlogn) greedy solution for set-cover (Chvatal,
1979), as follows.

We first convert the documents and words in the
embedded space to an unweighted bipartite graph,
using our notion of (k,1 — §)-cover. Let V; be a
set of vertices where each vertex corresponds to a
word w in the corpus dictionary, W. Let V3 be a
set of vertices, where each vertex corresponds to a
document d in the corpus D. We add an edge be-
tween a word w and a document d if w (k,1 — 0)-
covers d in the sense of cosine similarity between
words and documents, s(w, d), in the embedded
space. Thus, the graph G = {(V4 U Va), E'}.
We also have for each document, a cluster assign-
ment from the spectral-clustering step, i.e. D =
Ui=1,...,nCi, where n is the total number of clus-
ters (topics), such that each document belongs to
exactly one cluster Cj.

Then, to construct a minimum Semantic set
cover for a cluster, we proceed as follows. Let
the set of topic words, T; for the ith cluster, C;
be an empty set. Let Vo; = {d € V» : d € Ci},
i.e. Vo is the subset of vertices in V5 correspond-
ing to documents in the it" cluster. Let Vip =
Udevs,; N (d), where N (d) represents node neigh-
borhood. In words, Vj; is the subset of corpus
words that cover at least one document in cluster
C;, i.e. the set Ugec, Wi (d).

Let G; be the subgraph of G induced on V; ; U
V2. The greedy algorithm to find the minimum
set-cover for a cluster C; proceeds by picking the
node in V7 ; that covers the maximum number of



documents in V5 ;. In the case of a tie, we pick
all nodes with maximum degree. The words cor-
responding to the selected vertices are placed in
T;, then the selected nodes, their neighbors in G;
and the edges between them are removed from the
graph. We then recompute the degrees of all nodes
affected by this removal of edges. This process is
repeated until we have covered a desired fraction
(1 — ) of the cluster. Algorithm 1 details topic-
word extraction using set-cover.

Algorithm 1 Greedy Set Cover

1: for Cluster C; do
Label Set T; < 0
Voy={veVa:vel}
Vl,i = {N(’U) Yv € Vgﬂ'}
G; = Subgraph of G induced on
VoUWV,
k= 6|Va,l
while |V2,i| > k do
Sort V1 ; in descending order of
degree
Remove the highest degree node(s),
v* and place in T}
Remove all neighbors of v* and
corresponding edges from G;
11: Recompute degrees for V7 ;
12:  end while
13: end for

N

10:

4 Evaluation Methodology

We evaluate our approach in comparison with
LDA—the de facto standard in topic modeling—
both in qualitative and quantitative terms. Our
qualitative evaluation involves human judgments
about the appropriateness of topic choices for a
subsample of texts. We complement this with two
quantitative metrics, one with respect to a stan-
dard topic coherence measure, and the second in
using topic models for text classification tasks.
Throughout, we refer to our approach as set cover.
Moreover, in our experiments, the Word2Vec vec-
tors are derived by training a skip-gram model on
the corpus, with a sliding window of size 4 and the
number of dimensions set to 500. Additionally, we
compute the minimum 1-cover (i.e. § = 0), that
is, we ensure that all documents in the cluster are
covered.
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4.1 Qualitative Evaluation

Given the common use of topic modeling in ob-
taining qualitative insight from text, our first eval-
uation approach involves human judgments of
quality. This evaluation echos other human eval-
uations of topic modeling, such as by Steinskog
et al. (2017) for the topic-intrusion detection task.
Also noteworthy is the work by Chang et al.
(2009), who demonstrated the poor correlation of
the popular perplexity metric (Blei et al., 2003)
with human judgments.

For our qualitative evaluation, we set up a se-
ries of experiments on Amazon Mechanical Turk
(MTurk). For these tasks, we use 4 sets from the
health news tweets collected by (Karami et al.,
2018) and YouTube comments about 23andMe
(we provide specific details in a later section). To
ensure fairness to LDA—our chosen baseline—we
do this in two different settings based on how we
group documents into topically related subsets.

Matched Clusters

In the first setup, we take the document clusters
produced by spectral clustering as given, and fo-
cus the comparison between LDA and set cover on
the particular choice of topical words these gener-
ate. In this case, we produce a correspondence be-
tween a given cluster and an LDA topic by choos-
ing an LDA topic which maximizes the likelihood
that the cluster was produced by the topic. More
precisely, we assign a cluster C' to the topic j
which maximizes

> P(ilj),

ieC

where P(i]j) is the LDA-derived likelihood that a
document : reflects a topic j. We then generate the
collection of topic words for a given cluster using
LDA in a standard way. Specifically, we choose
the n most probable words in the associated LDA
topic, where n is set as the number of topic words
produced by the set cover.

In the experiment, we assign a random clus-
ter to a subject, who is then presented with the
documents in this cluster (or a random subsam-
ple of these, if the cluster is too large), the choice
of topic words based on LDA, and the choice of
topic words based on set cover. Additionally, we
also ask the subjects for judgments of a collection
of n randomly chosen words from the cluster to
calibrate the results. We then ask participants to



judge how well a topic (i.e., the collection of topic
words) describes the given set of documents, and
score each result on a 5-point Likert scale, with 1
being very poor and 5 very good.

Independent Clusters

One may naturally object that the above compari-
son is unfair to LDA insofar as we are choosing
the clusters and then retrofitting LDA topics to
these. We therefore ran a second set of qualita-
tive experiments in which LDA topics were used
to derive clusters of similar documents. Specifi-
cally, we clustered all documents based on their
associated likelihood given a topic; that is, a doc-
ument ¢ was assigned to an LDA topic j which
maximizes P(i|j). This gives us a collection of
document clusters, which we can then present to
human subjects for judgment. As before, we used
the top most probable n words from an LDA topic
as the topic description presented to human sub-
jects. The set cover approach, on the other hand,
used spectral clustering as before. Since the set
of documents presented for judgment is now dif-
ferent for the two approaches, we omitted the ran-
dom words for calibration. Consequently, while
we still presented the subjects with the same 5-
point Likert scale as before, this scale is now cal-
ibrated differently, as will be made evident in the
results section.

4.2 Quantitative Evaluations

To quantitatively compare our algorithms, we use
the standard intrinsic topic coherence metric, and
two classification tasks to compare the strengths
of the sparse representation produced. The topic
coherence (Stevens et al., 2012) for a set 1" of topic
words is defined as follows:

>

(wi,w;)eT

N(w;,w;) + A
N(w;)

Coherence(T) log

where N (w) is the number of documents that con-
tain the word w and A is a smoothing factor. We
compute average coherence scores over 5 runs,
varying cluster sizes between 5 and 25.

Document Classification Accuracy

We set up two classification tasks. The first task
is to classify short text messages as Ham or Spam.
The second task is to classify tweets as offensive,
hate speech or neither. For both, we use topic
modeling approaches to arrive at a sparse feature
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representation of a document. For LDA, the fea-
ture vector for a document is comprised of the
probabilities that a document was generated by
each of the topics. For the set cover approach, we
construct binary feature vectors that represent the
occurrence of topic words in the cluster to which
the document is assigned. Given the above feature
representations, we use a Linear Support Vector
Classifier. For the multi-class problem, we use a
One-vs-Rest approach with Linear Support Vec-
tor Classifiers for both classification tasks. We
maintain a 60%-40% train-test split over the cor-
pus, and average accuracy over 5 runs, varying the
number of topics between 5 and 25.

4.3 Data

Our evaluation used several datasets which we de-
scribe briefly below.

Twitter - Health News tweets from more than
15 health news agencies were collected by Karami
etal. (2018). The dataset contains separate files for
tweets collected from each source. Each source
is observed to have had trends in tweets, which
implicitly form topic clusters.

YouTube Comments - 23andMe We collected
a sample of 800 YouTube comments from the
top 50 YouTube video results for the search term
‘23andMe’. This dataset is qualitatively different
from the Twitter corpus, showing greater variation
in document length and significantly more noise.

Twitter - Hate and Offensive Speech A set
of 24802 tweets based on a hate speech lexicon
were collected and labelled into 3 categories - hate
speech, offensive speech and neither by Davidson
etal. (2017). This dataset is used in one of our two
classification tasks.

Ham/Spam Short Messages 5574 short text
messages were classified as legitimate (ham) or
spam by Almeida et al. (2013). This forms the
basis of the second classification task.

5 Results

5.1 Qualitative Evaluations

In the first set of MTurk experiments, where
topics from both algorithms were shown in the
same task, we asked human judges to score topics
from 4 document clusters, collecting 20 responses
for each. For instance, the Fox News dataset
contains a set of tweets posted in 2015 about the



measles outbreak in California, linked to Disney
theme parks. The topic words for the measles
outbreak cluster identified by the two algorithms
are shown in Table 1. Here, we see that LDA
picks certain irrelevant terms for the shown cluster
sample (‘u’, ‘rare’), while completely missing
the term ‘measles’, which is a key subject of the
documents (we note that we remove stop-words
during preprocessing using NLTK (Loper and
Bird, 2002)). The set cover approach, on the other
hand, is able to identify highly pertinent words.
We refer to this experiment as Matched Clusters.
This can be thought of as reflecting the propriety
of the chosen topic words conditional on the
clusters of similar documents. The average scores
are shown in Table 2.

- Disneyland measles outbreak linked
to low vaccination rates

- More measles cases tied to Disneyland
Illinois day care

- Amid US measles outbreak few rules

on teacher vaccinations
Cluster

Sample - US measles count rises to 121; most

linked to Disneyland

- Measles cases turn attention to bounty
of childhood vaccines

- FDA Commissioner says measles
outbreak alarming

study, cancer, say, vaccine, died, disney-

LDA
land, u, rare, woman, treatment

measles, cases, linked, disney, disneyland,

Set Cover . . .
alarming, almost, amid, amidst, bounty

Table 1: Topic Words - Measles Outbreak, 2015

Dataset LDA
(Cluster)

UsS News
(Superfoods)
Fox News
(Disneyland
Measles)

US News
(Parenting)
YouTube
(23andMe,
Sale of Info)

Random Set Cover

29 4.35

1.95 3.05 4.45

1.95 1.6 4.5

2.35 2.7 4.1

Table 2: Average Turker scores for Matched Clusters
on a 5-point Likert scale.
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Our second set of experiments for clusters cho-
sen independently for the two algorithms was con-
ducted on a significantly larger scale. We up-
loaded 5 clusters per dataset, and collected 40 re-
sponses per cluster, resulting in a total of 2000
data points, 1000 for each algorithm. We refer to
this experiment as Independent Clusters. Table 3
shows example topic words identified by LDA and
Set Cover. The advantages of the clustering step
in our approach are evident in this example - the
set cover cluster contains documents that are more
closely related to one another.

More importantly, it is worth noting the choice
of the term ‘delay’ in the set cover topic words
- while the term does not itself appear in the en-
tire cluster, it is semantically related to documents
in the cluster referring to the long wait Maryland
residents had to endure to sign up for Obamacare.
This is precisely the reason for using a word-
embedding such as Word2Vec in our approach -
topic words are not restricted to words in the clus-
ter and yet appear to be semantically meaningful.
The average judgments from MTurk for these ex-
periments are reported in Table 4.

In both experiments, we can see that set cover
consistently outperforms LDA, often by a large
margin. We also performed a two sided indepen-
dent samples t-test on the scores. The differences
between the means in Table 4 are statistically sig-
nificant; all but 23andMe for p < 0.0001, and the
significance for 23andMe is for p < 0.05. It is
interesting to note that set cover performs slightly
better in terms of evaluation scores in the Matched
Clusters study, suggesting that it is judged favor-
ably particularly in the context of random calibra-
tion and LDA.

Since the clusters are fixed in these experiments,
the results reflect the particular advantage of the
set cover method itself in choosing descriptive
words for a collection of similar documents. The
Independent Clusters study, in contrast, serves
more as an evaluation of each approach in an
end-to-end fashion, and here, too, the difference
is substantial. However, the LDA scores in this
case are generally comparable or higher than in
the Matched Clusters experiments, which suggests
that the advantage of set cover over LDA may be
primarily due to its better choice of topic words,
which is its main novelty, rather than the cluster-
ing approach.



Algorithm Topic
Cluster Sample (Data set) Words
surgery
i i . cancer
- People are having sex after heart bypass surgery, and USN is ON IT: Know
- Most Americans dont know what causes cancer. Do you? WorldCancerDay usntech-
- Can a fitness tracker help me with my diet as well? USNTechChat -chat
. . LDA (USNews) child
- In honor of World Cancer Day, reports on 7 Innovations in Cancer Therapy say
- How to call a truce & build a healthy relationship with food: reports
- Check out our 2015 BestDiets rankings! Wed love your feedback lose.
medical
like
obamacare
- Obamacare Bump: 10 Million Got Insurance, Survey Shows million
- #AskNBCNews: Obamacare Deadline Day Questions ﬁ:v
- Obamacare draws last-minute shoppers; site gets nearly 2 million visits Set Cover (NBC) deadline
- Supreme Court Hears Argument on Charged Obamacare Case health
- Communty health centers at center of Obamacare g:i:};tions
- The Longest Wait: Maryland Residents Wait in LIne for Last-Ditch Obamacare court
delay
Table 3: Topic Words - Independent Clusters
Dataset LDA | Set © 45 +
Cover g-30 4 * c o 4 ¢+ ¢
Mean | 3.94 | 4.16 £7
23andMe £ -40 + S —s5
Var | 095 | 0.79 8 s
s -60
NY Times | Mean | 242 [ 3515 T e T
5 10 15 20 25
Var 1.493 | 1.039 5 10 15 20 25 Number of Topics
Mean 2315 4.06 Number of Topics
NBC Var | 1265 | 0.836 (2) 23andMe (YouTube) T ey ™
Mean | 2.835 | 3.965
Fox v + g -55
Var | 1.388 | 1.023 8 60 } boog
[ [
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cover and LDA is in terms of the topic coherence §-50 . & Set Cover
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metric. For each dataset, we plot topic coherence T e ¢

as a function of the number of topics ranging from
5 to 25 (for the set cover approach, the number
of topics corresponds to the number of clusters).
Figure 2 presents the topic coherence results. In
nearly all of these cases (with the few apparent ex-
ceptions), set cover scores significantly better on
this metric than LDA. It is also notable that set
cover tends to improve as we increase the number
of topics, whereas this is typically not the case for
LDA (New York Times Health News tweets is an

5 10 15 20 25
Number of Topics

(e) US News (Health) tweets

Figure 2: Topic Coherence.

exception, where set cover scores decrease with
the number of topics, while LDA scores increase
slightly, so that for a large number of topics the
two approaches are indistinguishable).



Classification

The final evaluation uses two objective document
classification tasks to compare the effectiveness of
set cover and LDA in producing a sparse feature
representation for such tasks. We present clas-
sification accuracy by varying number of topics
again from 5 to 25. Figure 3 shows classification
results. While LDA appears to be slightly better
in the Ham/Spam email classification case, and is
occasionally better in the Hate/Offensive speech
classification task, the differences are quite small,
with both achieving accuracy in the 87-89% range
in the former, and 77-78% in the latter.

Ham/Spam Messages

° . ® ] ]
30.8
© 0.6
>
S04
0.2
0
0 5 10 15 20 25 30
Number of Topics
e LDA + Set Cover
Offensive/Hate Speech
>~08 [ ] L] [ ] [ ] L]
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35
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<
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0
0O 5 10 15 20 25 30
Number of Topics
® LDA ¢ Set Cover

Figure 3: Classification accuracy comparison.

6 Discussion

The reason for LDA’s observed inferiority in the
qualitative experiments can be traced back to the
fact that LDA allows each document to be gener-
ated from a mix of topics. However, in most short-
text corpora, documents usually pertain to a single
topic. Additionally, the number of documents be-
longing to each topic in a corpora is not (explic-
itly) captured by LDA.

With the set cover approach, the clustering step
provides us this information - clusters need not
be of uniform size, and such a clustering is easy
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to learn. This may explain, for instance, why
LDA completely misses the word ‘measles’ in the
Matched Clusters sample shown in Table 1. The
number of documents about the measles outbreak
in the corpora are relatively few, and treating this
set of documents independently of other docu-
ments in the corpus makes it easier to identify this
theme.

The topic coherence experiments show that the
topic words learnt using set cover are more likely
to co-occur across the corpus as compared to
those learnt with LDA, thereby suggesting that set
cover’s choice of topic words is more meaningful.
The results of the classification task are notewor-
thy, given that our model is far less complex than
LDA, and yet produces almost as effective a sparse
representation.

7 Conclusion

In this paper, we introduced a conceptually simple
and highly interpretable deterministic topic mod-
eling algorithm based on constructing a semantic
set cover over clusters of documents in a corpus.
Unlike popular probabilistic topic modeling meth-
ods, our algorithm performed well on short text
data, thereby overcoming the limitations imposed
by corpus-sparsity. We demonstrated that our ap-
proach significantly outperforms LDA on qualita-
tive scores by human judges as well as the standard
topic coherence metric, and that it is comparable
to LDA for document classification.

One limitation of our approach is the depen-
dence on a good clustering of documents, in the
sense that documents are meaningfully grouped
together by the clustering algorithm used, given
a dataset. Additionally, we rely on a word embed-
ding, which may not be easy to learn over datasets
where terms do not recur in the same contexts fre-
quently. A potential solution to this is to learn the
embedding on the union of said dataset with an-
other corpus of similar (thematic and structural)
nature, where term co-occurrences are more fre-
quent.

Finally, as future work, we aim to explore set-
cover based topic modeling where the covering
threshold set as the top-k similar words to a doc-
ument varies for each topic. Hopefully, this will
allow us to capture the notion that some topics
are sufficiently captured by a smaller set of words
whereas others may need a larger threshold to fully
capture their semantics.
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