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Abstract
This paper describes our system for the
SemEval-2018 Task 12: Argument Reasoning
Comprehension Task. We utilize skip-thought
vectors, sentence-level distributional vectors
inspired by the popular word embeddings and
the skip-gram model. We encode preprocessed
sentences from the dataset into vectors, then
perform a binary supervised classification of
the warrant that justifies the use of the reason
as support for the claim. We explore a few vari-
ations of the model, reaching 54.1% accuracy
on the test set, which placed us 16th out of 22
teams participating in the task.

1 Introduction

Reasoning is the process of thinking in a logical
way to form a conclusion. Inferring conclusions us-
ing commonsense reasoning has become a popular
topic in NLP. Textual entailment (TE) aims to de-
termine whether a hypothesis can be inferred from
a premise (Dagan et al., 2006). Approaches to solv-
ing TE have ranged from robust approaches based
on shallow lexical and semantic features (Marelli
et al., 2014) to formal computational semantics
approaches based on translating sentences into log-
ical form (Beltagy et al., 2015). The current state-
of-the-art approaches to TE use deep learning for
natural logic inference to capture human deductive
reasoning (Bowman et al., 2015; Rocktäschel et al.,
2015).

In online discussions, when arguing for or
against a stance, people provide arguments leaving
their readers to rely on common sense and non-
deductive reasoning to evaluate the validity of their
arguments. Human annotators can infer the rea-
sons from claims fairly well (Boltužić and Šnajder,
2014; Hasan and Ng, 2014), even when additional
(implicit) premises are required to make reasoning
deductive (Boltužić and Šnajder, 2016). Habernal
et al. (2018) emphasize the importance of implicit

premises in argumentation by introducing the ar-
gument reasoning comprehension task, where one
chooses between two mutually exclusive warrants
to make a reason warrant the claim. They demon-
strate that human experts can perform this task
extremely well (up to 90% accuracy).

In this paper, we describe a system for solving
the argument reasoning comprehension task, with
which we participated in the SemEval-2018 Task
12. Given the reason R and claim C, debate title,
debate description, and two warrants, W1 and W2,
the task is to choose warrant W that justifies the
use of R as support for C. For all warrant pairs
(W1,W2), it holds that if warrant W1 is W , then
W2 is ¬W , which justifies the use of R as support
for ¬C and vice versa.

Our system frames the problem as supervised
classification and utilizes skip-thought vectors to
represent sentences. Our system (TakeLab) ranked
16th out of 22 systems submitted to the SemEval-
2018 Task 12, achieving 54.1% accuracy on the
test set and 69.0% on the development set.

2 Related Work

Structuring argumentative discussions using Toul-
min’s argumentation model (Toulmin, 2003) is an
established research area in argumentation mining,
involving detecting claims (Levy et al., 2014; Lippi
and Torroni, 2015; Rinott et al., 2015), detecting
claim relations (Cabrio and Villata, 2012; Boltužić
and Šnajder, 2014; Stab and Gurevych, 2014), and
even reconstructing entire argumentation graphs
from text (Stab and Gurevych, 2017). While sys-
tems have been proposed that tackle some of these
problems, they do not as yet provide mechanisms
for commonsense reasoning. The argument com-
prehension problem, warranting reasons for claim,
explores the problems when the gap between the
claim and reason is too wide for textual entailment.
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3 System Description

Our system works in three steps. First, we prepro-
cess the dataset ending up with the claim, reason,
both warrant sentences, and the correct warrant
sentence label per instance. Second, we utilize
skip-thought vectors (Kiros et al., 2015) to encode
sentences as vectors. Third, we use encoded sen-
tences as features in a supervised classification
setup where we predict the warrant label given the
encoded sentences.

3.1 Preprocessing

We extract only the warrants, reasons, claims, and
labels from the dataset, disregarding optional ad-
ditional information about the debates. We clean
up this data by merging multi-sentence elements in
a natural way, i.e., connecting the sentences with
the conjunction “and” and modifying the punctu-
ation accordingly. For example, the two-sentence
reason:

Biking is good for one’s health and the
environment. It is more expensive to
maintain roads than bike lanes.

becomes a single sentence:

Biking is good for one’s health and the
environment and it is more expensive to
maintain roads than bike lanes.

The motivation behind this is to obtain sentences
that convey a single idea behind the reason or war-
rant (claims were always single-sentence). This
way, we attempt to extract a vector per thought.
This results in a consistent set of four sentences per
instance.

As the warrant and alternative warrant were ex-
tremely similarly worded (68% had two or less
different words), we represent warrants W1 and
W2 as word-level relative complements:

W ′1 = W1 \W2 = {wi ∈W1 | wi /∈W2}
W ′2 = W2 \W1 = {wj ∈W2 | wj /∈W1}

where wi and wj denote words. This allowed us
to boil down the warrants to their meaningful dif-
ferences, e.g., just the words “does” and “doesn’t”
in instances where the warrants were negated, but
otherwise identically worded. We experimented
with other combinations, but as they did not lead
to performance improvement, we omit them here.

3.2 Skip-Thought Vectors

The skip-thoughts model (Kiros et al., 2015) is a
sentence-level abstraction of the skip-gram model
(Mikolov et al., 2013). Instead of predicting the
surrounding text from a word, it predicts sentences
around the target sentence in the text. Kiros et al.
(2015) chose to implement an encoder-decoder
model, using an RNN encoder with GRU (Chung
et al., 2014) activations and an RNN decoder with
a conditional GRU. This model is nearly identi-
cal to the RNN encoder used by Cho et al. (2014)
for machine translation. The encoder-decoder is
trained on a large dataset of English books – Book-
Corpus (Zhu et al., 2015), chosen for its abundance
of long, context-building sentences. A trained skip-
thoughts model can be used as an out-of-the-box
encoder-decoder able to convert sentences to skip-
thought vectors. The encoder maps words to a sen-
tence vector and the decoder is internally used by
the model to generate the surrounding sentences.

The skip-thoughts model was tested on the tasks
of semantic relatedness, image-sentence ranking,
and paraphrase detection. The last, when combined
with basic pairwise statistics, becomes competitive
with the state of the art which incorporates much
more complicated features and hand-engineering.
On the task of semantic relatedness, the model of
Kiros et al. (2015) outperformed all previous sys-
tems from the SemEval 2014 competition despite
its simplicity and the lack of feature engineering.
The authors also report good results on a number of
classification benchmarks for evaluating sentence
representation learning methods.

The model’s consistently good results on a va-
riety of tasks motivated us to apply these vectors
on our own task, which relies on the interpretation
of sentences. We encode the sentences obtained
from the preprocessing step into skip-thoughts us-
ing Kiros et al. (2015)’s encoder, which gives four
feature vectors with 4,800 dimensions with values
ranging from −0.2 to 0.2.

3.3 Classification

The final step in our system is classifying instances
using an SVM classifier, whose hyperparameters
were optimized with a 5-fold cross-validated grid
search.1 We also explored Gaussian Processes,
Random Forests, and AdaBoost models, which
were all outperformed by the SVM. Input features

1We obtained best results on the dev set with: gamma=0.3,
C=3.8, degree=2, kernel =‘poly’.
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Classifier Features Dev accuracy score Test accuracy score

AdaBoost W ′0,W
′
1, R, C 0.614 0.520

Random forest W ′0,W
′
1, R, C 0.623 0.498

Gaussian process W ′0,W
′
1, R, C 0.642 0.547

SVM W0,W1, R, C 0.630 0.538
W ′0,W

′
1, R, C 0.642 0.536

W0 −W1, R 0.661 0.570
W ′0 −W ′1, R, C 0.665 0.561
W ′0 −W ′1, R 0.687 0.552∗

Table 1: Accuracy scores of model variants. All models have skip-thought vectors as features, where R stands
for reason, C for claim, W1 and W2 for warrants, and, W

′
1 and W

′
2 for warrant word differences vectors. (∗ The

official results are lower (0.541) due to an error while preparing the output)

are created by concatenating skip-thought vectors
obtained in the previous step. We experimented
with different variants of features by applying arith-
metic operations on the vectors before concatenat-
ing them, i.e., calculating the difference between
warrants. It should be noted that this difference
is calculated as an element-wise subtraction of the
vectors, as opposed to the word set difference in the
preprocessing step. Furthermore, we experimented
with two variations of skip-thought vectors – one
with the original warrants intact (W0, W1) and one
with the warrant subset differences (W ′0, W ′1).

4 Evaluation

4.1 Dataset Analysis
The dataset consists of 1210 training in-
stances, 317 validation instances, and 445
test instances. Each instance is a tuple
(W1,W2, R, C, debateTitle, debateInfo, y), with
y as the label of the correct warrant (0 for W1 or 1
for W2). Among the 1210 training instances, there
are 111 different debate titles and 169 different
claims, indicating the diversity of the training set.
Furthermore, we found that 47.75% of the debate
titles had unanimous claims (all for or all against)
and 56.69% of the claims were affirmative, but
only 21.62% had a balanced number of claims for
both sides of the debate (a difference of 10% or
less). The debate title Do We Still Need Libraries?
was the most common debate title, and it had unan-
imously affirmative claims. Around 35% of the
instances contained warrants worded differently, as
opposed to being directly negated (by adding not).
All of this presented a challenge in training the sys-
tem, since the dataset is small, highly variable, and
involves multiple domains.

4.2 Results

The official evaluation measure for this task was
the accuracy of the classified instances. In the de-
velopment phase, the system showed promising
results – 0.690 accuracy on the validation set, after
training with only the training set. Table 1 shows
performances of the model variants we explored.
Interestingly, the best results were obtained using
the least amount of data – the difference between
the modified warrants and only the reason, com-
pletely disregarding the claim. On the test set, how-
ever, the results were much lower, the official result
being 0.541. The final result surprised us, since the
system showed good results using various “plain”
classifiers without fine-tuning the hyper-parameters
(around 0.60). We hypothesize that this was due to
overfitting, which was difficult to avoid completely
of the small size of the dataset.

5 Conclusion

The argument reasoning comprehension task, rec-
ognizing the warrant between a claim and a support-
ing reason, is a challenging but important task for
understanding human reasoning in argumentation.
We aim to solve the task by converting sentences
into skip-thought vectors and classifying justifying
warrants given claims and reasons using an SVM
model. This approach showed some promising re-
sults in the development stage (69% accuracy), but
did not succeed to adequately generalize in order to
provide competitive results in the test stage (54%
accuracy). Besides using a larger sample for train-
ing, this system could be improved by applying
transfer learning from other similar tasks, such as
paraphrase detection or textual entailment.
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