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Abstract

This paper describes the ALANIS system that
participated in Task 3 of SemEval-2018. We
develop a system for detection of irony, as well
as the detection of three types of irony: ver-
bal polar irony, other verbal irony, and situa-
tional irony. The system uses a logistic regres-
sion model in subtask A and a voted classifier
in subtask B, both of which rely on manually
developed features to identify ironic tweets.
ALANIS placed 34th of 43 systems in subtask
A and 26th of 31 systems in subtask B.

1 Introduction

With the invention and growth of various social
networking sites, irony and other creative lin-
guistic devices have become increasingly preva-
lent in online content. Particularly when con-
sidering microblogging platforms like Twitter,
which encourage users to share their thoughts
and opinions on a wide variety of topics, the
use of irony can be extremely common. This
can have strong implications for various prob-
lems in natural language processing, which of-
ten have difficulty in processing this ironic con-
tent (e.g., (Liu, 2012; Ghosh and Veale, 2016;
Maynard and Greenwood, 2014)), thus motivating
the development of an accurate irony detection
system.

While irony has many varying definitions, it is
defined by the SemEval task organizers as a trope
or figurative language whose actual meaning dif-
fers from what is literally enunciated. Our sys-
tem, ALANIS (Automated Location and Naming
of Ironic Sentences), uses a manually developed
feature set and a logistic regression classifier for
subtask A and a voted classifier for subtask B,
achieving mean accuracies of .650 and .607 re-
spectively on the training set and .512 and .434
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respectively on the test set. The F1-scores are .469
and .276 on the test set.

2 Task Description

SemEval Task 3 involves two subtasks. In sub-
task A, a tweet simply must be identified as ironic
or non-ironic. In subtask B, three types of ironic
content must be individually differentiated from
non-ironic content. These three types of irony are
verbal polar irony, other verbal irony, and situa-
tional irony. The task organizers provided us with
a training set of 3,834 tweets for both subtasks.

3 ALANIS

Our system, ALANIS, uses manually developed
features indicative of ironic content, and passes a
feature matrix for each tweet to a logistic regres-
sion classifier in subtask A and a voted classifier
system which employs a logistic regression, SVM,
and Random Forest classifier in Subtask B. It use
the scores from each of these classifiers to ”vote”
on the correct label for a tweet.

3.1 Feature Selection

We explored two types of features, structural fea-
tures and affective features. Structural features
included sentence semantic similarity, irony-rich
word lists, indicative parts of speech, and content
features. Affective features included sentiment po-
larity and subjectivity. These features were used
to assign scores for each tweet, creating a feature
matrix.

3.2 Structural Features

Our system combines a number of structural fea-
tures that are identified as indicative of ironic con-
tent by previous solutions.

Sentence Semantic Similarity is a measure-
ment of similarity in meaning between two sen-
tences. This is a structural feature employed in a
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system designed by (Farias et al., 2016) with some
success. Ironic tweets with multiple sentences
should show a sharp change in meaning between
sentences. To implement this feature we employed
WordNet synsets. The similarity of the sentences
is computed based on the semantic similarity of
the words contained in the two sentences.

Irony-Rich Word Lists: Our system takes ad-
vantage of a number of words claimed to be in-
dicative of irony. This involved several manu-
ally developed word lists. Most importantly, we
used discourse markers, which are phrases that
are indicative of discourse segments. Examples
of these include however, on the other hand, and
in my opinion. These have been cited as be-
ing more common in ironic content (Farias et al.,
2016). Our system employs a list of 53 discourse
markers. Also based on Farias et al, we measure
intensifiers, like very and really that make adjec-
tives stronger.

In addition to these, we build on our curated lists
of irony-indicative words with features like swear
words and top words, as well as textual markers
of laughter like /ol and haha, which was noted to
be common in ironic content (Buschmeier et al.,
2014). Another word list included interjections to
detect irony. Interjections are word that express
feeling rather than meaning, for example, words
like wow, gosh, and jeez.

Indicative Parts of Speech: We also built fea-
tures that measured the prevalence of several parts
of speech thought to be indicative of ironic con-
tent. These included adjectives, adverbs, prepo-
sitions, and named entities. All of these features
were identified by the NLTK' POS tagger in order
to count their occurrence. These counts were then
normalized for the length of the tweet. Adjectives
and adverbs occur more frequently in ironic tweets
than non-ironic according to (Kreuz and Caucci,
2007). We hypothesized that prepositions and
named entities would occur more often in situa-
tional irony, due to the likely need to explain the
situation.

Content Features: ALANIS also employs a
number of features relevant to the content of the
tweet in order to identify irony. These include
Word Count, Punctuation, and URLs. According
to Farias et al, ironic tweets tend to have exces-
sive punctuation to catch the eyes of readers and
to stress a point. Examples include It is really
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worth it!!!” or ”Okay...”. Thus, heavy punctuation
sometimes implies irony. Farias et al. also iden-
tified that ironic tweets are likely to contain fewer
words than non-ironic tweets, thus motivating the
use of the word count feature.

URLs were also employed as a feature in our
system. (Schifanella et al., 2016) found that ironic
tweets often contain images and often the inter-
pretation of the irony depends on the image. For
example, a photo of a warm, sunny beach with
the caption “Terrible weather we’re having.” How-
ever, the task data does not immediately give us
images, only a link to images (which may not in
fact exist online anymore), so the simplest way
to identify this was to just check if a tweet had
a URL.

Popular Hashtags and Keywords: Twitter
hashtags and keywords are a good measure of pub-
lic opinion on trending topics and current events.
Through these hashtags, users express a wide va-
riety of opinions, including irony. For exam-
ple, the following hashtags were among the top
Twitter hashtags for 2016: #GOPDebate, #Pray-
forJapan, #WomensRightsAreHumanRights. Our
system finds hashtags that contain words related
to global issues, sports, entertainment, and fash-
ion using a manually created list of top hashtags.

3.3 Affective Features

While most work on irony detection (e.g.,
(Carvalhoetal., 2009; Barbieri and Saggion,
2014; Vanin et al., 2013)) focus on the structural
features, (Fariasetal.,, 2016) show that intro-
ducing affective information can also improve
state-of-the-art accuracy.

In our work, we included two commonly used
sentiment features, polarity and subjectivity. Sen-
timent polarity reflects the general positivity of
a piece of text, while subjectivity is measured
against objectivity. Each of the two features is as-
signed a score within the range [—1, 1]. We used
the TextBlob package in python ? to implement the
scoring functions for these features.

4 Classifiers

The classifiers we used for our system included
Naive Bayes, logistic regression, Support Vector
Machine (SVM) and Random Forest. We chose
these because they are generally robust classifiers.
As we added features to our feature list, we also
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kept track of the performance of the the logistic
regression, Random Forest, and SVM classifiers,
while Naive Bayes was only used for the bag of
words baseline.

In ALANIS, all the classifiers take the tweet
features matrix as input and have as output a bi-
nary label vector for the categorical result. We
separate the data into a training set and a test
set using cross-validation. We train the classifiers
with the training set to optimize the parameters in-
cluding the hyperplane and kernel. Then we eval-
uate the trained classifier on the test set.

Support Vector Machine: We find that SVM is
relatively powerful when the feature list is short,
compared with other classifiers. Also, we no-
ticed that SVM classifier scores the highest recall,
which means that it detects the most ironic tweets.

Logistic Regression Classifier: We find that
logistic regression is stable in terms of total ac-
curacy. It becomes the most accurate classifier for
our long final feature list. The logistic regression
classifier does not show any tendency in detect-
ing irony or avoiding error. Because of its linear
kernel, we are able to get the trained weights for
each feature. This helps us know the capacities of
features and select them better. We rank the im-
portance of features according to the magnitude of
their weights. See Table 3 for details.

Random Forest Classifier: This classifier does
not perform well compared to the others. How-
ever, it is worth mentioning that when the feature
list grows long, it retains a higher accuracy than
SVM.

Voting System: We find that the confusion ma-
trices of the classifiers are different. This means
the classifiers have different specialties. There-
fore, we combined them in order to get a synthe-
sized result. We make a voting system with the
classifiers discussed previously. The voting sys-
tem uses majority rule.

S Experimental Results

Our final result is that logistic regression is most
accurate classifier for subtask A and the voting
system is most accurate for subtask B. Table 1
shows the average cross validation scores on the
training set, while Table 2 shows the scores when
our system is trained on the whole training set and
evaluated on the test set.

BOW+NB stands for the Bag of Words Naive
Bayes baseline, while LR, RF, and Vote represent
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Model TaskA Acc TaskB Acc
BOW+NB 0.572 0.285
LR 0.650 0.603
SVM 0.596 0.545
RF 0.622 0.584
Vote 0.644 0.607

Table 1: Performance of classifiers on training set

Model TaskA Acc/fl1 TaskB Acc/fl1
LR 0.512/0.469 -
Vote - 0.434/0.276

Table 2: Performance of classifiers on test set

logistic regression, Random Forest, and the Voting
System. Based on these results, we used logistic
regression or subtask A and the voting system for
subtask B.

The result in Table 1 are based on 5-fold cross
validation with the training data. As such we ex-
pected comparable results when we applied our
classifiers to the test data. However as can be seen
in Table 2 this is not the case. The results for LR
decline from .65 to .51, and for Vote from .607
to .434. While some variation is to be expected,
this was surprising to us. We hypothesize one
of two possible explanations. First, our methods
may have overfit the training data and so do not
generalize well to other data. However, since we
employed cross validation we are not certain how
likely this explanation proves to be. The second
explanation may be that the test data is in some
way different from the training data, to the extent
that a model learnt on the training data may not
fare well on the test data. We have not yet ana-
lyzed the test data closely enough to resolve this
question, but consider this to be an important step
in understanding our results.

6 Discussion and Future Work

We tried to interpret the importance of the fea-
tures by the magnitude of their weights in logis-
tic regression. The weights of the features’ perfor-
mance in subtask A and B are shown in Table 3. In
interpreting this table, the further a feature is from
0, the stronger the feature’s impact is on our classi-
fier. For instance, of our features, stop words and
laughters are relative weak features. Conversely,
intensifiers, discourse markers, adjective/adverbs,
and prepositions are much stronger features.

In order to understand the different performance



Feature Weight Feature Weight
intensifier 1.05 subjectivity 0.20
discourse 0.90  namedentity  0.18

adj./adv. 0.81 swear words 0.18

preposition 0.81 URLs 0.15
polarity 0.54 word count 0.12
politcal 0.39 similarity 0.11

interjections 0.34 stopwords 0.06
celebrity 0.33 laughter 0.01

punctuation 0.32

Table 3: Weights (in absolute) of features

of the classifiers, we made confusion matrices for
all the classifiers and then also did a weight anal-
ysis for logistic regression since it employs a lin-
ear kernel. From the confusion matrices, we found
that although the classifiers have their specialties,
the voting system does not always work out well.
We believe that this is because SVM and Random
Forest are both much weaker than the logistic re-
gression classifier (shown in Table 1) so they neu-
tralize logistic regression’s advantages.

In subtask B, we need to label a tweet with 0
(non-ironic) or 1,2,3 (three different subcategories
of irony). However, the difference among these
subcategories are so subtle that our features do not
capture them very well. Overall these classifiers
have a hard time with multi-class classification.
Since all three classifiers have more similar results
for task B, the voted system is more successful

We review our system and the output of our sys-
tem and find several possible explanations. From
the confusion matrix, we can see that class 2 (7%)
and 3 (5.9%) are relatively rare. This makes the
task very hard for classifiers because of lack of
information to train on for class 2 and 3. How-
ever, because the majority of data in subtask B
falls into class O and class 1 we are still able to
get a high accuracy (0.6+). If the data was spread
more evenly between the four classes our system
would likely perform better. When analyzing indi-
vidual tweets from class 1, 2 and 3, we found that
their feature lists are more similar to each other
than to class O (non-ironic). This means we miss
features that are relevant for identifying different
types of irony, making our feature-based classifier
ill suited to this task.

To see the system’s effectiveness, it is often
helpful to consider some indicative examples of
the system in action. Consider examples (1) and
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(2) below. Our system successfully classifies (1)
as ironic, but fails to classify (2) as ironic.

1. Feeling like crap. And being treated horribly
too. It’s a great day. #iwanttogohome

2. Hey there! Nice to see you Minnesota/ND
Winter Weather

Our system likely successfully classifies (1) for a
number of reasons. First, the word count of the
sentences is low, which seems typical of ironic
tweets. It has strong sentiment polarity between
the sentences. The first two sentences are nega-
tive, and the last sentence is positive. There is also
a strong shift in sentence similarity between sen-
tences.

However, (2) is classified incorrectly. This is
likely because it is identified by our system as sim-
ilar sentiment in both sentences. There is also very
little punctuation or emojis, and there are no in-
dicative words, like discourse markers or interjec-
tions in the tweet, causing our system to fail.

These results demonstrate that a manually-
selected feature-based system, using both struc-
tural and affective features can achieve reason-
able success in identifying ironic content. This
system is successful even when used with non-
conventional language such as that seen in Twitter
data. Our mean accuracy scores of .650 and .607
on the two subtasks on the training set demon-
strates both a reasonable success, and an opportu-
nity for future work in irony detection by extend-
ing the feature set further or even applying a deep
learning approach to the problem when enough
data is available.
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