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Abstract

Emojis are widely used by social media and
social network users when posting their mes-
sages. It is important to study the relation-
ships between messages and emojis. Thus, in
SemEval-2018 Task 2 an interesting and chal-
lenging task is proposed, i.e., predicting which
emojis are evoked by text-based tweets. We
propose a residual CNN-LSTM with attention
(RCLA) model for this task. Our model com-
bines CNN and LSTM layers to capture both
local and long-range contextual information
for tweet representation. In addition, attention
mechanism is used to select important com-
ponents. Besides, residual connection is ap-
plied to CNN layers to facilitate the training of
neural networks. We also incorporated addi-
tional features such as POS tags and sentiment
features extracted from lexicons. Our model
achieved 30.25% macro-averaged F-score in
the first subtask (i.e., emoji prediction in En-
glish), ranking 7th out of 48 participants.

1 Introduction

Emojis such as and are widely used in so-
cial media and social network messages such as
tweets. They are frequently combined with plain
texts to visually complement the meaning of a
message and convey various opinions and emo-
tions (Novak et al., 2015; Barbieri et al., 2017).
Social media platforms such as Twitter has ac-
cumulated a large number of emoji-incorporated
messages. Analyzing the relationships between
the textual message and emojis has many potential
applications, such as emoji recommendation, au-
tomatic emoji-enriched message generation, and
accurate sentiment analysis of social media mes-
sages (Barbieri et al., 2017).

However, the research on the relationships be-
tween textual message and emojis is limited. Ex-
isting studies on emojis mainly focus on analyzing

the semantics, usage or sentiment of emojis (Aoki
and Uchida, 2011; Barbieri et al., 2016a,b,c;
Ljubešić and Fišer, 2016; Novak et al., 2015).
For example, Barbieri et al. (2016b) explored the
meaning and usage of emojis across different lan-
guages. Wijeratneet al. (2017) proposed to uti-
lize the emoji sense definitions to improve the per-
formance of emoji embedding model. However,
these approaches cannot reveal the interplay be-
tween plain texts and emojis. In order to fill this
gap, Barbieri et al. (2017) proposed a novel task
to predict which emojis are evoked by text-based
tweets. For example, given a tweet message “Love
my coworkers ! @user”, a system is required to
predict that emoji is associated with this tweet.

As an extension, the SemEval-2018 Task 21

aims to predict emojis for English and Spanish
tweets (Barbieri et al., 2018). Given a plain tweet
message without emoji, systems are required to
predict which emoji is evoked by this message.
We proposed a residual CNN-LSTM with atten-
tion model (RCLA) for this task.2 Our model
combines LSTM and multi-level CNN layers to
capture both long-range and local information to
learn tweet representation. In addition, atten-
tion mechanism (Yang et al., 2016) is incorpo-
rated into our approach to select important com-
ponents. Besides, we applied residual connection
technique (He et al., 2016) to CNN layers in our
model to facilitate the training of neural networks.
We also incorporated additional features such as
POS tags and sentiment features extracted from
sentiment lexicons. Our model achieved 30.25%
macro-averaged F-score on the test data of the
first subtask (i.e., emoji prediction in English), and
ranked 7th out of 48 participants.

1https://competitions.codalab.org/competitions/17344
2The codes of our RCLA model are publicly available at

https://github.com/wuch15/SemEval-2018-task2-THU NGN
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Figure 1: The architecture of our model. The dashed
lines in CNN layers represent residual connections.

2 Residual CNN-LSTM with Attention

The framework of our residual CNN-LSTM with
attention model (RCLA) is illustrated in Figure 1.
Next, we will introduce each layer in our model
from bottom to top in detail.

The first layer in our model is the embedding
layer. This layer is used to convert a sentence from
a sequence of words into a sequence of dense vec-
tors. An embedding lookup table is used in this
layer, whose parameters are obtained from pre-
trained word embeddings and fine-tuned during
training. POS tags have proven useful for many
natural language processing tasks such as dimen-
sional sentiment analysis (Wu et al., 2017). Mo-
tivated by existing studies, we also incorporate
POS tags as additional features in our approach,
and combining them with the word embeddings to
form the final word features as the input of next

layer. We use the Ark-Tweet-NLP3 tool to obtain
the POS tags of tweets.

The second layer in our model is bidirectional
long short-term memory (Bi-LSTM) layer. This
layer is used to capture long-range contextual in-
formation from tweets. At time step i, a hidden
state hi is generated which contains both previ-
ous and future context information. Since differ-
ent words and phrases have different importance
for emoji prediction, we incorporate an attention
layer after the Bi-LSTM layer to help our model
focus on important words and contexts. The input
of the attention layer is the hidden state vector hi

at each time step. The attention weight αi for this
time step can be computed as:

mi = tanh(hi),

α̂i = wTmi + b,

αi =
exp(α̂i)∑
j exp(α̂j)

,

(1)

where w and b are the parameters of the attention
layer. The output of attention layer at the ith time
step is formulated as follows:

ri = αhi. (2)

The third layer in our model is a 3-layer convo-
lutional neural networks (CNN) to capture local
context information. Each CNN layer has multiple
kernels with different window sizes. In addition,
we apply residual connections (He et al., 2016) to
the CNN layers as shown in Figure 1, which have
shown effectiveness in facilitating the training of
deep neural networks. Max pooling is applied to
the output of the last CNN layer to obtain the hid-
den representation of tweets.

Tweets with specific emojis such as usually
convey strong sentiment information. Thus, sen-
timent information is helpful for emoji prediction.
We incorporate sentiment features into our model
to enhance its performance. These sentiment fea-
tures are extracted using AffectiveTweets4 (Mo-
hammad and Bravo-Marquez, 2017) package in
Weka5. Two filters are involved, i.e., TweetToLex-
iconFeatureVector (Bravo-Marquez et al., 2014)
and TweetToSentiStrengthFeatureVector (Thel-
wall et al., 2012). These sentiment features are
combined with the hidden tweet representations

3http://www.cs.cmu.edu/ ark/TweetNLP
4https://github.com/felipebravom/AffectiveTweets
5https://www.cs.waikato.ac.nz/ml/weka
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generate by neural networks to form the final fea-
ture representation of tweets. Finally, a softmax
layer is used to predict the emoji label.

The tweets with different emojis in the training
set are very imbalanced. For example, the ratio
of is higher than 20%, while the ratio of is
only 2.4%. Motivated by the cost-sensitive cross-
entropy method (Santos-Rodrı́guez et al., 2009),
the objective function of our model is defined as:

L = −
N∑

i=1

wyiyi log(ŷi), (3)

where N is the number of tweets, yi is the emoji
label of the ith tweet, ŷi is the prediction score,
and wyi is the loss weight of emoji label yi. wyi

is defined as
∑C

k=1

√
Nk√

Nyi

, where C is the number of

emoji labels and Nj is the number of tweets with
emoji label j. Thus, the infrequent emojis have
relatively larger loss weights.

3 Experiment

3.1 Dataset and Experimental Settings
The dataset6 for this task is collected from Twitter.
There are 20 emojis in total. 489,277 tweets are
used for model training. The number of tweets in
the trial and test sets are both 50,000. We used the
pre-trained word embeddings provided by Barbi-
eri et al. (2016b). They were trained on 20 mil-
lion geo-localized tweets and their dimension is
300. These word embedding were fine-tuned dur-
ing model training.

The hyperparameters in our model were se-
lected via cross-validation on the trail set. More
specifically, the dimension of Bi-LSTM hidden
states is 300, the window sizes of CNN filters are
2, 3, 4 respectively. The number of CNN filters
is 200 and the number of sentiment features is
45. The dimension of dense layer is 300, and the
dropout rate is 0.2 for each layer. The batch size
is 500, and the maximal training epoch is set to
100. We use RMSProp as the optimizer for net-
work training. The performance is evaluated by
macro-averaged F-score.

3.2 Performance Evaluation
The performance of our model on the test set is
shown in Table 1. According to Table 1, our model
can achieve good performance on predicting fre-
quent emojis, since their training data is sufficient.

6https://competitions.codalab.org/competitions/17344

In addition, the performance of our approach on
some infrequent emojis is also satisfactory. For
example, the F-score on emoji is high. This is
probably because specific words such as “Christ-
mas” are frequently associated with this emoji,
making it relatively easy to predict.

Emo P R F1 %
82.9 79.55 81.19 21.6

27.52 41.61 33.13 9.66
33.69 52.43 41.02 9.07
20.94 20.54 20.74 5.21
51.74 45.67 48.51 7.43
10.38 11.59 10.95 3.23
16.16 18.44 17.22 3.99
35.51 23.54 28.31 5.5
22.73 14.4 17.63 3.1
14.93 15.23 15.08 2.35
22.0 25.63 23.68 2.86
64.0 60.03 61.95 3.9

64.04 53.36 58.21 2.53
20.6 9.78 13.27 2.23
9.99 6.89 8.16 2.61

26.58 22.03 24.09 2.49
8.16 6.24 7.08 2.31

66.22 67.12 66.67 3.09
31.84 18.58 23.46 4.83
7.1 3.47 4.66 2.02

Table 1: Precision, Recall, F-score and percentage of
occurrences of each emoji in the test set.

The visualization of the confusion matrix of our
model is shown in Figure 2. From this figure, we
find two pairs of emojis which are difficult for our
model to discriminate between them. The emoji

is often wrongly identified as . This is prob-
ably because these two emojis are often used to
express similar meaning and feelings. For exam-
ple, they both can be used in tweets which convey
happy emotion. Another pair of emojis is and

. These two emojis look quite similar, and dis-
criminating them is quite difficult.

In order to further validate the effectiveness
of our model, we compare the performance of
our model with several baseline methods. The
methods to be compared include: 1) LSTM, us-
ing Bi-LSTM for tweet presentation; 2) CNN, 3-
layer CNN without residual connections; 3) CNN-
LSTM (denoted as CL), using the combination of
LSTM and CNN; 4) Residual CNN-LSTM (de-
noted as RCL), CNN-LSTM with residual con-
nections; 5) Residual CNN-LSTM with attention
(denoted as RCLA). The results are shown in Ta-
ble 2. According to Table 2, the combination of
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Figure 2: The confusion matrix of our model.

LSTM and CNN (CL) usually outperforms the sin-
gle CNN and LSTM. It indicates that combining
CNN and LSTM to capture both local and long-
range context information is beneficial for tweet
emoji prediction. In addition, by comparing RCL
with CL, we find that the residual connections
can improve the performance of CL model. It
shows that the residual connections can facilitate
the training of neural networks. Besides, the at-
tention mechanism can also significantly improve
the performance. It validates that employing atten-
tion mechanism to capture the important contexts
for emoji prediction is useful.

3.3 Influence of Additional Features

The influence of the POS tags and sentiment fea-
tures is illustrated in Table 3. The results show that
both POS tags and sentiment features can help im-
prove the performance of tweet emoji prediction.
It indicates that POS tags contain useful informa-
tion for predicting emojis, since important emoji
clues such as hashtags, emoticons and sentiment
words usually have specific POS tags. Thus, in-
corporating POS tag features is beneficial. Incor-
porating sentiment features is also useful. This is
because the sentiment features we extracted from
sentiment lexicons can identify both formal and
information sentiment signals such as hashtags
and emoticons, and these sentiment signals usu-
ally have strong associations with specific emojis.
Thus, incorporating the sentiment features is also
beneficial to predict emojis.

Emo LSTM CNN CL RCL RCLA
79.61 81.24 81.26 82.79 81.19
28.81 31.39 30.73 32.72 33.13
37.34 41.16 38.35 38.72 41.02
20.88 16.55 18.16 17.53 20.74
45.03 47.57 46.34 44.92 48.51
9.71 9.59 7.99 10.03 10.95
15.49 18.43 14.28 17.77 17.22
28.40 27.43 27.62 27.72 28.31
18.24 16.82 17.70 17.21 17.63
12.13 14.83 15.87 13.86 15.08
21.34 22.06 21.35 21.31 23.68
58.14 52.76 59.36 59.58 61.95
56.37 57.50 59.03 58.65 58.21
11.75 10.06 11.95 14.89 13.27
9.17 4.00 10.43 8.72 8.16
20.61 22.13 21.34 21.76 24.09
6.50 6.83 8.73 6.26 7.08
63.88 64.73 64.65 64.50 66.67
24.62 25.38 25.80 27.21 23.46
6.31 6.77 6.11 5.97 4.66

Avg. 28.72 28.86 29.35 29.61 30.25

Table 2: The F-score of each emoji and the macro-F of
different methods.

Feature Macro-F
None 29.08
+POS 29.76

+Sentiment 29.55
+POS+Sentiment 30.25

Table 3: Influence of POS tags and sentiment features.

4 Conclusion

In this paper, we introduce our residual CNN-
LSTM model with attention model (RCLA) for
SemEval-2018 Task 2, i.e., emoji prediction for
tweets. Our model combines CNN and LSTM
layers to capture both local and long-range con-
text information for tweet representation, and in-
corporates an attention layer to select important
information. Besides, we applied residual con-
nections to CNN layers to facilitate the training
of our model. In addition, we incorporated ad-
ditional features such as POS tags and sentiment
features to further improve the performance. The
experimental results validate the effectiveness of
our model on emoji prediction for English tweets.
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