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Abstract

For the competition SemEval-2017 we in-
vestigated the possibility of performing
stance classification (support, deny, query
or comment) for messages in Twitter
conversation threads related to rumours.
Stance classification is interesting since it
can provide a basis for rumour veracity as-
sessment. Our ensemble classification ap-
proach of combining convolutional neural
networks with both automatic rule min-
ing and manually written rules achieved
a final accuracy of 74.9% on the compe-
tition’s test data set for Task 8A. To im-
prove classification we also experimented
with data relabeling and using the gram-
matical structure of the tweet contents for
classification.

1 Introduction

The task of determining the veracity of a rumour is
sometimes a difficult one, even with the reasoning
power of a human being. This paper presents an
approach to an automatic analysis of discussion el-
ements with respect to rumours. Discussion struc-
ture and analysis can well play a part in a broader
effort to assess rumour veracity, and the expecta-
tion is that the results presented here is one step of
the way towards that end goal.

The research presented in this paper is a sub-
mission to SemEval-2017, Task 8 (RumourEval:
Determining rumour veracity and support for ru-
mours), Subtask A (SDQC) (Derczynski et al.,
2017). The objective of this subtask is to classify
the relation between a tweet and the rumour it is
related to in terms of support, deny, query or com-
ment.

Our approach to this classification task is build-
ing three different classifiers and combining the

predictions in an ensemble method. The general
idea is that different types of classifiers may learn
different concepts and hence complement each
other, resulting in a better prediction capability for
the joint classifier. Furthermore we tested the ac-
curacy in applying our ensemble approach to both
originally labeled and relabeled data.

The remainder of this paper is organized as fol-
lows: Section 2 describes the data given in the task
and our observations on irregularities in the data
labeling. Section 3 contains a description of the
process and used methods employed for the ex-
periments. Sections 4 and 5 describe the results
and discusses the findings. Finally, we conclude
the work in Section 6.

2 Data Inconsistencies

The data used in the SemEval-2017 Task 8A is a
subset of the PHEME data set of social media ru-
mours (Zubiaga et al., 2016).

When studying the dataset, it was discovered
that for some tweets, the annotation is somewhat
inconsistent, e.g., tweets with very similar con-
tents have sometimes received different annota-
tions. For example, despite being nearly identical
replies to the same source tweet, the first is anno-
tated with (C) and the second with (S):

I just feel sick RT @[user]: At least 12 dead in Paris
shooting. Updated story:[link]

Awful. RT @[user]: At least 12 dead in the Paris shoot-
ing. [link]

Other found issues were that tweets were some-
times labeled (Q) although they contained no
query. Some tweets were labelled with respect to
its direct predecessor in the conversation thread,
as opposed to with respect to the source tweet.
Also, some tweets were annotated (S) for simply
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expressing empathy or concern, without any input
on the veracity of the rumour.

3 Method

For solving the task we had an approach of mul-
tiple parallel data pipelines, for our workflow
schema, see Figure 1. The following sections and
subsections describe the parts of the figure.

3.1 Data Processing

Chosen parts of the raw data were extracted into
new subsets of attributes, tailored for each type
of classifier. Among the extracted data attributes
were the text content of the tweets, metadata re-
lated to the tweets (such as time of posting) and
metadata related to the users (such as number of
followers). In terms of training, development and
test data we used the data split provided by the Se-
mEval Task organizers.

To investigate whether the inconsistencies in the
annotation would affect the results of the experi-
ments, we constructed a separate data set in which
we tried to remedy the found inconsistencies.iIn
uncertain cases, the original annotation was used.

3.2 Feature Engineering

Most of the metadata attributes from the raw data
could be used as features for classification without
further processing. However, some attributes (the
text data in particular) required preprocessing and
feature engineering in order to be a useful repre-
sentation of the data.

3.2.1 Preprocessing

Tweets have limited space (only 140 characters)
and hence, symbols, abbreviations, slang and con-
tractions are used in an effort to increase the in-
formation ratio. The downside of this is that
the tweets tend to appear noisy to NLP software
and some preprocessing is usually needed. The
measures we applied were, e.g., splitting contrac-
tions and stemming the words. For the stemming
we employed the Python package “Snowballstem-
mer”. Also, in an effort to avoid training the clas-
sifiers on data that could be too context specific,
e.g., a link or a user name. We elected to remove
mentions and links, replacing them with a simple
“@” and “http://”.

3.2.2 Grammatical Representation
Generation

We investigated whether the grammatical struc-
ture could be useful as a replacement of the tweets
themselves. We chose to use a pretrained model
on the English language for the initial tweet to
Part Of Speech (POS) Tagging, i.e., Parsey Mc-
Parseface1 (Andor et al., 2016). Further; We relied
on CoNLL-U (Nivre, 2015), a unicode version of
CoNNL-X (Buchholz and Marsi, 2006) as our data
format for the POS tagging. Input tweets were not
stemmed but otherwise preprocessed.

We utilized the same rule encoding as (Feng
et al., 2012) and chose the one level neighbour-
hood semantic rules, i.e. the r̂∗ notational case,
i.e., unlexicalized production rules combined with
the grandparent node.

3.2.3 Word2vec Embeddings

We used word2vec vectors learned using the skip-
gram model which predicts the linear context of
the words surrounding the target words (Mikolov
et al., 2013)2.

3.3 Classification

In our method we used an ensemble approach con-
sisting of combining several classifiers and using
their individual strengths in the final voting.

3.3.1 CNN

In our experiments we followed (Kim, 2014)’s ar-
chitecture3. We experimented with different CNN
model versions, see all paths that lead to CNN
in Figure 1. We used a non static setting for
the word embeddings which, as previously men-
tioned, came from the pretrained word2vec cor-
pus. Due to the skewed nature of the training data
with two classes being significantly more com-
mon than the other two we adjusted the weights
to reflect this relationship, i.e., w[S, D,Q, C] =
[0.157, 0.396, 0.399, 0.048]. We used no regular-
ization.

1The environment containing the trained Parsey
McParseface model is available at docker hub as
edwtjo/syntaxnet:conll

2The pretrained corpus
GoogleNews-vectors-negative300.bin.gz
can be downloaded from https://code.google.
com/archive/p/word2vec/.

3As a starting point for the CNN-implementation we used
Denny Brick’s version of (Kim, 2014)’s Theano implementa-
tion. The code can be found at https://github.com/
dennybritz/cnn-text-classification-tf
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Figure 1: Workflow schematic for our data pipeline

3.3.2 Automatic Rule Mining
Classification through automatic rule mining was
done with the WEKA (Witten et al., 2016) im-
plementation of PART (Frank and Witten, 1998).
PART was used with the confidence factor set to
0.25 and the minimum number of instances per
rule set to 2. For this classifier the data was rep-
resented in terms of a number of metadata fea-
tures: i) Number of “.”, “?”, “!”, and negations
in the tweet. ii) Number of statuses, followers and
friends, and favourites of the user. iii) Whether
the user is verified or not. iv) Whether the tweet
was a reply or not and its conversation depth. The
conversation depth of a tweet is here defined as 0
for a source tweet, 1 for a reply to a source tweet,
and so forth.

3.3.3 Hand Written Rules
The classifier based on hand written rules (HWR)
relies on a small set of rules to classify tweets.
The rules are designed to favour precision over
recall, and were constructed through manual in-
spection of the training data. The default class
is comment. One type of rule checks if any pre-
defined key phrases are present in the tweet and
if so classifies the tweet accordingly. An exam-
ple of such a rule is: If sentence contains phrase
‘not believable’: → assign class deny The second
type of rule checks for certain combinations of oc-
currences of “@”-mentions, “#”, and urls in the
whole text, as well as “?” in the first 5 tokens of
the tweet. An example of this type of rule is: If
sentence contains an url and does not start with
an @-mention: → assign class support

3.3.4 Voting
The final prediction of the class of a data instance
is achieved through a voting procedure. As differ-
ent classifiers have different strenghts and weak-
nesses, which vary over classes as well as between
precision and recall, not all votes are counted as

equal. A vote on a certain class from a classifier
with high precision on said class is deemed more
important.

4 Results

In addition to the results on the test data, results on
the development data are also provided.

Label
original (%) our (%) diff (pp)

S 910 (20.1) 955 (21.1) +44 (+1)
D 344 (7.6) 230 (5.1) -114 (-2.5)
Q 358 (7.9) 326 (7.2) -32 (-0.7)
C 2907 (64.3) 3009 (66.6) +102 (+2.3)

Table 1: Distribution of tweets between classes us-
ing original labels and our new labels.

4.1 Relabeling
Out of 4519 tweets we relabeled 846, or about
19%. The distribution of tweets between classes
before and after relabeling is shown in Table 1.

4.2 Development Data Performance
The CNN trained using preprocessed tweet con-
tents, together with each tweets absolute time
(counting from its source tweet as point zero), and
dynamic word2vec settings reached an accuracy
of 0.715 on the development set. The PART rules
reached an accuracy of 0.701 on the development
set. The hand written rules reached an accuracy of
0.733 on the development set.

After tweaking of the voting schema to make
use of the strengths of the different methods an
accuracy of 0.758 on the development set was
reached. The best accuracy on the development
data was achieved with the following priority or-
der of votes from the classifiers: 1) CNN vote on
support, 2) HWR vote on deny or query, 3) PART
vote on query, 4) CNN vote on deny or query, 5)
HWR vote on support, 6) Default class comment.
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Precision Recall
Model Accuracy S D Q C S D Q C
HWR 0.751 0.55 0.053 0.605 0.783 0.319 0.014 0.217 0.943
PART 0.745 0.423 0.105 0.553 0.802 0.319 0.028 0.396 0.910
PARTR 0.732 0.343 0.167 0.558 0.811 0.383 0.042 0.453 0.875
CNN 0.752 0.622 0.0 0.333 0.761 0.298 0.0 0.009 0.977
CNNG 0.633 0.563 0.2 0.286 0.681 0.391 0.182 0.071 0.850
CNNR 0.745 0.538 0.0 0.333 0.758 0.298 0.0 0.009 0.968
Voting 0.749 0.5 0.05 0.525 0.812 0.372 0.014 0.5 0.896

Table 2: Results on test data set, comparison between classifiers. Subscript R after the classifier name
stands for “Relabeled” and subscript G stands for “Grammatical Representation”. The best result in each
column is marked with bold face.

4.3 Test Data Performance
Table 2 shows performance measures for our clas-
sifiers, evaluated on the test data. In the Table
we have also included the results of training both
with the new labels, marked with subscript R, and
training a CNN model with only the grammatical
representation of the tweet contents and absolute
time, marked with subscript G.

5 Discussion

The data set class distribution is rather skewed,
with the vast majority of the tweets classified as
comments. In fact, using a simple majority classi-
fier would result in an accuracy of 64.3%, i.e., the
ratio of tweets classified as comments. This might
be considered an evaluation baseline. In our ex-
periments with relabeling the data to try and rem-
edy the found inconsistencies we changed almost
one fifth of the labels. Which could indicate that
the labels are highly subjective. A reason for this
could be that the overall rumour was not given in
the data. A downside of the relabeling was that
the two largest classes, i.e., S and C, became even
more prevalent.

There was a great difference in the performance
of the models on the development and test data,
e.g., the CNN model went from an accuracy of
71.5% to 75.2%. This indicates that the devel-
opment data might not be representative for the
test data and that methods developed for this task
should take care to avoid being too domain spe-
cific.

The CNN based models show consistently best
accuracy for a few epochs, on average around 8
epochs, and after that the models become overfit-
ted. We tested with regularization to avoid overfit-
ting, but to no avail. This only prolongs the num-

ber of epochs necessary for training. Note that
we did not do experiments with more than 200
epochs. A theory is that the data set is simply so
small that it is easy to overfit a CNN-model and
the number of epochs thus must be carefully mon-
itored.

For this competition it became apparent, during
the development phase and tuning of hyper param-
eters, that the grammar structure of tweets had lit-
tle impact on the overall accuracy of the model,
see CNNG results in Table 2. There are many pos-
sible reasons for this but the most likely is that
tweets follow a very reduced grammatical struc-
ture due to their inherent shortness and as such
exhibit similar distributions over the possible out-
put classes. But, there was one class in which the
CNNG model had much better precision than all
other models, i.e., the elusive deny class.

The hand written rules performed remarkably
well considering their simplicity. A possible ex-
planation for this is of course that the person con-
structing the rules will make use of general lan-
guage and world knowledge that a machine may
not have access to. A potential problem with this
approach is that it might be difficult to signifi-
cantly improve the performance, at least without
a substantial manual effort. Some metadata and
text meta features are less intuitive for a human to
manually write rules based upon. The PART clas-
sifier could more easily handle these features and
so discover rules that would have been difficult for
a human to come up with.

The main goal of the voting procedure is to ex-
ploit the strengths of different types of classifiers.
We decided to rank votes per classifier and class,
rather than a more complex weighting scheme or
a simple majority vote. A motivation for this was
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the tendency of the classifiers to favour precision
over recall (in the case of HWR) or to be heavily
biased towards the comment class due to the class
imbalance of the data set.

6 Conclusions

The key contributions of this paper are, among
other, approaching the task of stance classification
with an ensemble method combining CNNs with
both automatic rule mining and manually written
rules. Interesting feature engineering was done by,
among other things, relabeling the data and using
the grammatical structure of the tweet contents.

Utilizing each method’s strengths the results
were weighted with a voting system developed for
the task. The submitted system achieved a final ac-
curacy of 74.9% on the competition’s test data set,
placing the team at a fourth place on the SemEval-
2017 RumourEval task 8A.
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