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Abstract

We describe a method of calculating the
similarity between questions in communi-
ty QA. Questions in cQA are usually very
long and there are a lot of useless infor-
mation about calculating the similarity be-
tween questions. Therefore, we imple-
ment a CNN model based on similar and
dissimilar information on questions key-
words. We extract the keywords of ques-
tions, and then model the similar and dis-
similar information between the keyword-
s, and use the CNN model to calculate the
similarity.

1 Introduction

We participate in SemEval-2017 Task 3 Subtask B
(Nakov et al., 2017) on Community Question An-
swering. In this task, we are given a question from
community forum (named original question) and
10 related questions. We need to re-rank the relat-
ed questions according to their similarity between
the origin question.

Both the original question and the related ques-
tion have question subject and question body. The
subject is short. The body is long and contains a
lot of useless information. In our system, we try to
use keywords to replace questions to locate more
important information on the question, so we use a
keyword extraction algorithm that combines syn-
tactic information to get more accurate keywords.
Then we use a CNN model based on similar and
dissimilar information between questions to cal-
culate the similarity of questions. The model can
make good use of similar information and dissimi-
lar information between questions to get better re-
sults.

The paper is organized as follows: Section 2 in-
troduces our system. Section 3 introduces the ex-
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periment. And in section 4, there are the conclu-
sions.

2 Model

In this section we describe our system in detail.
In Section 2.1 we show how we extract keyword-
s from the subject and body, and then in Section
2.2 we describe how to construct the CNN mod-
el based on similar and dissimilar information on
question keywords.

2.1 Keyword extraction

First, we cut the question subject and question
body. Then, we extract keywords from each sub-
sentence. We combine all the extracted keywords
together as a result.

We use an unsupervised keyword extraction
method based on dependency analysis. The
method uses syntactic dependency relations be-
tween words as clues. For the given question, we
not only use the statistical information and word
vector information, but also construct the depen-
dency graph to calculate the correlation intensity
between words, and then construct the weighted
graph according to the dependency degree, and
use the TextRank algorithm (Mihalcea and Ta-
rau, 2004) to iterate to calculate the word im-
portance score. The main steps include prepro-
cessing, the construction of the non-directional
weighted graph, graph ranking, and the selection
of the t words with the highest score as keywords
of the question, as shown in Figure 1.

Preprocess: The preprocessing process in-
cludes word segmentation and removing the stop
words. We use the remaining words as the candi-
date words of the keywords.

Construct the undirected weighted graph:
After preprocessing, all candidate words are rep-
resented as vertices of the graph. If two words co-
occur in a sentence, there is an edge to the two
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Figure 1: Keywords extraction

vertices. The weight of the edge is calculated by
the statistical information on words, the word vec-
tor information and the dependent syntax analysis
information.

The methods that can be used to calculate the
correlation between two words are: Pointwise Mu-
tual Information (PMI), Average Mutual Informa-
tion(AMI) (Terra and Clarke, 2004), etc. Howev-
er, these methods only consider the statistical in-
formation between words, and do not consider the
syntactic dependencies. The syntactic dependency
between words has a positive effect on measuring
the importance of words.

The result of the dependency syntax analy-
sis is analogous to the tree structure. If we re-
move its root node, and ignore the arc of the
point, we can get an undirected dependency dia-
gram G' = (V. E'), V' = wy,ws,...,w,, £/ =
€1, €2, ..., &y, wWhere w; denotes a word and e;
denotes an undirected relationship between two
words. The undirected dependency graph guar-
antees that there is a dependency path between
any two words in the question, and the length
of the dependency path reflects the intensity of
the dependency relationship. Therefore, we intro-
duce the concept of dependency degree accord-
ing to the length of the dependent path (Zhang
et al.,, 2012), as shown in Equation(1), where
dr_path_len(w;, w;) represents the dependency
path length between words w; and wj, b is the su-
perparameter.

1
pdr-path_len(w;,w;)

Dep(w;, wj) = ¢))

The degree of correlation between two words,
that is, the weight of the edge is multiplied by the
gravitational value of the two words by the length
of the dependent path, as shown in Equation(2).

weight(w;, w;) = Dep(w;, wj) * f(w;, wj) (2)

Among them, the concept of gravitational val-
ues proposed by (Wang et al., 2015), inspired by
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gravitation. The word frequency is regarded as the
object mass, and the distance between the words
is taken as the distance of the object. The gravi-
tational value f(w;,w;) of the two words is given
by the Equation(3).

fwi,wj) = freq(w) ;2f7“eq(wj) 3)

Graph ranking: We use the weighted Tex-
tRank algorithm to sort the graph. In the undi-
rected graph G = (V, E), V is the set of ver-
tices, E is the set of edges, and C(v;) is the set
of vertices connected to the vertex v;. The score
of the vertex v; is calculated from the Equation(4),
where weight(w;, w;) is calculated from the E-
quation(3), d is the damping coefficient.

weight(v;, vj)

ws(v;) = (1—d)+dx
’U]'EC(W) Z’UkEC(

“4)
Then we select the t words with the highest s-
core as the keywords.

2.2 CNN model based on similar and
dissimilar information

We use a CNN model based on similar parts and
dissimilar parts between two sentences to get sen-
tence similarity. This model is proposed by (Wang
et al., 2016), now we will introduce the model
briefly. Figure 2 shows the structure of the model.

Given a sentence pair, the model represents each
keyword as a vector, and calculates a semantic
matching vector for each keyword based on part of
keywords in the other sentence. Then each word
vector is decomposed into two components based
on the semantic matching vector: a similar com-
ponent and a dissimilar component. After this, we
use a two-channel CNN to compose the similar
and dissimilar components into a feature vector.
Finally, a fully connected neural network is used
to predict the sentence similarity through the com-
posed feature vector.

vy) weight(vj, vg)
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First, with word embedding pre-trained by S-
tanford using GloVe’s model (Pennington et al.,
2014), we transform keywords of question S and
T into matrix S = [s1,82,...,5n) and T =
[t1,t2, ..., t,], where s; and ¢; are 300-dimention
vectors of corresponding keywords, and m and n
are the length of keywords of S and T. Second, for
judging the similarity between two sentences, we
check whether each keyword in one sentence can
be covered by the other sentence. For a sentence
pair S and T, we first calculate a similarity ma-
trix A xn), where each element a(; jy € A(xn)
computes cosine similarity between words s; and
t; as

Tt.
8; tj

Al ;) = ————
NPT

Vs; € S, th eT &)

We calculate a semantic matching vector §; for
each word s; by composing part of word vectors
in the other sentence T. In this way, we can match
a keyword s; to some keywords in T. Similarly, we
also calculate all semantic matching vectors #; in
T. We define a semantic matching functions over

A(mxn)

k
S iLi @ity
S (6)

fmatch (3i7 T) =
2 ik G

where
k = argmaz;a; ;

w indicates the size of the window to consider
centered at k (the most similar word position). So
the semantic matchisng vector is a weighted aver-
age vector from £, t0 {4 q-
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Third, after semantic matching, we have the se-
mantic matching vectors of $; and t}. Take s as an
example. We interpret §; as a semantic coverage
of word s; by the sentence T. However, there must
be some difference between s; and $;. So based on
its semantic matching vector $;, our model further
decomposes word s; into two components: simi-
lar component §; ™ and dissimilar component §; .
Then we choose a linear decomposition method.
The motivation for the linear decomposition is that
the more similar between s; and §;, the higher
proportion of s; should be assigned to the similar
component. First, we calculate the cosine similar-
ity between s; and $;. Then, we decompose s;
linearly based on a.. Eq.(7) gives the correspond-
ing definition:

@D sl - [I44]]
t} = as;
§i_ = (1 — Oé)SZ' (7)

Finally, due to the dissimilar and similar com-
ponents have strong connections, we use a two-
channel CNN model (Kim, 2014) to compose
them together. In the CNN model, we have three
layers. The first is a convolution layer. We define
a list of filters w,. The shape of each filter is d
h, where d is the dimension of word vectors and
h is the window size. Each filter is applied to t-
wo patches (a window size h of vectors) from both
similar and dissimilar channels, and generates a
feature. Eq.(8) expresses this process:

Coi = flwo * S[J{:Hh] + w, * S[;Hh] +b,) (8)

The second layer is a pooling layer. We choose
max-pooling method to deal with variable feature
size. And the last layer is a full-connected layer.
We use a sigmoid function to constrain the result
within the range [0,1].

3 Experiment

We experimented with the corpus provided by
SemEval-2017 task3. Training set has 267 ques-
tions, each question has 10 related questions, a to-
tal of 2670 question pairs. Development set has
50 questions, 500 question pairs. The test set has
88 questions, 880 question pairs. We do the ex-
periment without preprocessing. We use Stanfod
Parser (De Marneffe and Manning, 2008) to parse



sentences. And we use the keyword extraction al-
gorithm described in 2.1, for each sub-sentence we
extract 1/3 of the words as keywords and set b =
1.4,d =0.8. In the CNN model, we set up the filter
shape is 3*300. The number of filters is 500. We
set the similarity threshold of 0.5, that is, a score
greater than 0.5 is considered a positive case. And
we set the learning rate as 0.001. After 20 rounds
of training, we got the result in devlopment set and
test set.

Team MAP | AvgRec | MRR
Baseline(IR) 4185 | 77.59 | 46.42
Baseline(Random) | 29.81 | 62.65 | 33.02
simbow 4722 | 82.60 | 50.07
LearningToQuestion | 46.93 | 81.29 | 53.01
SCIR-QA 4272 | 78.24 | 46.65
Table 1: Test Result
User or Team Name | MAP | AvgRec | MRR
Sagustian 79.6 94.3 86.0
BeiHang 76.9 91.2 83.5
naman 75.1 90.8 81.33
LS2NSEMEVAL 74.4 88.3 79.5
NLMNIH 73.7 88.2 79.33
I[IT-UHH 73.6 89.0 79.33
Organizers 71.4 86.1 76.67
MIT-QCRI 71.4 86.1 76.67
SCIR-QA 70.8 87.5 77.25
preslav 55.9 73.2 62.23

Table 2: Develop Result

The results in test set are shown in Table 1, the
first two lines are the baseline, the next two lines
are the best results, the last line is our result. And
results in development set are shown in Table 2. In
test set, our results are better than the baseline, but
there is still some distance from the best results. In
development set, our result is all not so good.

We think that because we do the experiment
without preprocessing, there exists too many un-
known words in word embeddings, which results
in poor system performance. On the other hand,
because the training corpus is too small, the neu-
ral network can not be well trained and can not
find meaningful features. Therefore, in the future
work, we will add features of artificial extraction
into neural network to improve performance. And
we will add features of artificial extraction into
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neural network to improve performance.

4 Result and Future Work

We implement a CNN model based on similar
and dissimilar information between questions key-
words, and experiment on SemEval-2017 corpus.
The experimental results show that our method is
better than baseline, we can extract the key infor-
mation from the long sentence to model the ques-
tion better, which helps us to calculate the simi-
larity of the question. We think that keyword ex-
traction is important in this task, and in the future
we will try other keyword extraction methods to
achieve better results.
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