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Abstract

With the explosive growth of Internet,
more and more domain-specific environ-
ments appear, such as forums, blogs,
MOOCs and etc. Domain-specific words
appear in these areas and always play a
critical role in the domain-specific NLP
tasks. This paper aims at extracting Chi-
nese domain-specific new words automat-
ically. The extraction of domain-specific
new words has two parts including both
new words in this domain and the espe-
cially important words. In this work, we
propose a joint statistical model to perform
these two works simultaneously. Com-
pared to traditional new words detection
models, our model doesn't need handcraft
features which are labor intensive. Exper-
imental results demonstrate that our joint
model achieves a better performance com-
pared with the state-of-the-art methods.

1 Introduction

Accompanying with the development of Inter-
net, many new specific domains appear, such
as forums, blogs, Massive Open Online Courses
(MOOCs) and etc. There are always a group
of important words in these domains, which
are known as domain-specific words. Domain-
specific words include two types as shown in Ta-
ble 1. The first ones are rare and unambiguous
words which will seldom appear in other domains
such as “F% Tl (stack top) and “— X’ (binary
tree). These words may cause word segmentation
problems. For example, if we do not recognize
“}£ 101" (stack top) as a word, the segmentation “F%;
I J2HAF j& 35 (the operator at stack top is
multiplication sign) will be like “i% Tiliz HFF
F& 35 In this case, “t]i” means “stack top”

44

Domain words | Translation | Type
AT stack top 1
X binary tree 1
HRE complexity 2
I iterate 2

Table 1: Examples of domain-specific word in
data structure domain

and “52 H " means “operator”, but in the seg-
mentation result, “JiiZ” is segmented into a word
in mistake and will bring lots of problems to the
further applications.

The other type is common and ambiguous
words which have specific new meanings in this
domain, such as “& Z% & (complexity) and “#
71 (iterate). These words often play important
roles in domain-specific tasks. For example, in
MOOCs which are typical domain-specific envi-
ronments, there is an Automated Navigation Sug-
gestion(ANS)(Zhang et al., 2017) task which sug-
gests a time point for users when they want to
review the front contents of the video. With the
help of the recognition of this type of words, we
can easily give higher weights to those domain-
specific contents.

After extracting these two type of words, we
can also use them for creating ontologies, term
lists, and in the Semantic Web Area for find-
ing novel entities(Farber et al., 2016). Besides,
in MOOC:s area it will also benefit Certification
Prediction(CP)(Coleman et al., 2015) (which pre-
dicts whether a user will get a course certification
or not), Course Recommendation(CR)(Aher and
Lobo, 2013) and so on by providing textual knowl-
edge.

Researchers have made great efforts to extract
domain-specific words. Traditional new word de-
tection methods usually employ statistical meth-
ods according to the pattern that new words ap-
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pear constantly. Such methods like Pointwise Mu-
tual Information(Church and Hanks, 1990), En-
hanced Mutual Information(Zhang et al., 2009),
and Multi-word Expression Distance(Bu et al.,
2010). These methods focus on extracting the first
type of domain-specific words and conduct post-
processing to discover the second type of words.
Deng et al. proposed a statistical model Top-
Words(Deng et al., 2016) to extract the first type
of words, it can imply some of these statistical
measures into the model itself. Besides, it designs
a feature called relative frequency to extract the
second type of domain-specific words. TopWords
is based on a Word Dictionary Model( WDM)(Ge
et al., 1999; Chang and Su, 1997; Cohen et al.,
2007) in which a sentence is sampled from a word
dictionary. To extract the second type of words, it
needs to train its model on a common background
corpus which is expensive and time-consuming.

To address these issues, we propose a Domain
TopWords model by assuming that a sentence
is sampled from two word dictionaries, one for
common words and the other for domain-specific
words. Besides, we propose a flexible domain
score function to take the external information into
consideration, such as word frequencies in com-
mon background corpus. Therefore, the proposed
model can extract these two types of words jointly.
The main contributions of this paper are summa-
rized as follows:

* We propose a novel Domain TopWords
model that can extract both two types of
domain-specific words jointly. Experimental
results demonstrate the effectiveness of our
model.

* Our model achieves a comparable perfor-
mance even with much less information com-
paring to the origin TopWords model.

The rest of the paper is structured as follows:
the related work will be introduced in section 2.
Our model will be introduced in section 3, in-
cluding model definition and the algorithm details.
Then we will present the experiments in section 4.
Finally, the work is summarized in section 5.

2 Related work

New word detection as a superset of new domain-
specific word detection has been investigated for a
long time. New word detection methods mainly

contain two directions: the first ones conduct
the word segmentation and new word detection
jointly. Most of them are supervised models,
typical models include conditional random fields
proposed by Peng et al. (2004). These super-
vised models cannot be used in domain-specific
words detection directly, due to the lack of an-
notated domain-specific data. In addition, there
are also some unsupervised models, such as Top-
Words proposed by Deng et al. (2016). How-
ever, it needs time-consuming post-processing to
extract the second type of domain-specific words.

Another type treats new word detection as a sep-
arate task. This line of methods can be mainly
divided into three genres. The first genre is usu-
ally preceded by part-of-speech tagging, and treats
the new word detection task as a classification
problem or directly extracts new words by seman-
tic rules. For example, Argamon et al. (1998)
segments the POS sequence of a multi-word into
small POS tiles, and then counts tile frequency in
both new words and non-new words on training
sets, then uses these counts to extract new word.
Chen and Ma (2002) uses statistical rules to extract
new Chinese word. GuoDong (2005) proposes a
discriminative Markov Model to detect new words
by chunking one or more separated words. How-
ever, these supervised models usually need expert
knowledge to design linguistic features and lots of
annotated data which are expensive and unavail-
able in the new arising domains.

The second genre employs user behavior data to
detect new words. User typing behavior in Sogou
Chinese Pinyin input method which is the most
popular Chinese input method is used to detect
new words by Zheng et al. (2009). Zhang et al.
(2010) proposed to utilize user query log to ex-
tract new words. However, these works are usu-
ally limited by the availability of the commercial
resources.

The third genre employs statistical features and
has been extensively studied. In this type of
works, new word detection is usually considered
as multi-word expression extraction. The mea-
surements of multi-word association are crucial
in this type of work. Traditional measurements
include: Pointwise Mutual Information (PMI)
(Church and Hanks, 1990) and Symmetrical Con-
ditional Probability (SCP) (da Silva and Lopes,
1999). Both these two measures are proposed to
measure bi-gram association. Among all 84 bi-



gram association measurements, PMI has been re-
ported to be the best in Czech data(Pecina, 2005).
To measure arbitrary of n-grams, some works sep-
arate n-grams into two parts and adopt the existing
bi-gram based measurements directly. Some other
n-gram based measures are also proposed, such
as Enhanced Mutual Information (EMI) Zhang
et al. (2009). And Multi-word Expression Dis-
tance (MED) was proposed by Bu et al. (2010)
which based on the information distance theory.
The MED measure was reported superior perfor-
mance to EMI, SCP and other measures. And a
pattern based framework which integrates these
statistical features together to detect new words
was proposed by Huang et al. (2014).

3 Methodology

In this section, we propose a Domain Top-
Words model. We introduce the Word Dictionary
Model(Ge et al., 1999; Chang and Su, 1997; Co-
hen et al., 2007) and TopWords model proposed
by Deng et al. (2016) in subsection 3.1 and 3.2.
Then we introduce our Domain TopWords model
in subsection 3.3, 3.4 and 3.5. At last, we intro-
duce the modified EM algorithm for our model in
3.6.

3.1 Word Dictionary Model

Word Dictionary Model (WDM) is a unigram
language model. It treats a sentence as a se-
quence of basic units, i.e., words, phrases, id-
ioms, which in this paper are broadly defined as
“words”. Let D = {wy,ws,...,wy} be the vo-
cabulary (dictionary) which contains all interested
words, then the sentence can be represented as
Si = w;, wi, . .. (U And each word is a sequence
of characters. Let A = {a1,...,a,} be the ba-
sic characters of the interested language which in
English contain only 26 letters but may include
thousands of distinct Chinese characters. Then the
words can be represented as w; = a;, i, - . . aj;-
WDM treats each sentence S as a sampling of
words from D with the sampling probability 6; for
word w;. Let 0 = (01,02, ...0N) be the sampling
probability of the whole D, then the probability of
sampling a specific sentence with length K is:

P(S|D,0) (D

H,:]N
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3.2 TopWords

TopWords algorithm based on WDM is introduced
in Deng et al. (2016), and is used as an unsu-
pervised Chinese text segmentation and new word
discovery method. In English texts, words are split
by spacing, but in Chinese, there is no spacing
between words in a sentence. For unsegemented
Chinese text 7', let C'r denote the set of all possi-
ble segmentations under the dictionary D. Then,
under WDM, we have the probability of a Chinese
text 1"

P(T|D,6) =

2.

S»;ECT

P(Si|D,0) 2)

Then the likelihood of the parameter ¢ under the
given corpus G is:

L(6|D,G) = P(G|D,0)
= H P(Tj\D;@)

T;€eG

I

i= 1S€CT

3)
Si|D, )

where 6;, is the sampling probability of k-th word
w;, in segmentation S;, n is the number of sen-
tences in the corpus G. Then the value of 6
can be estimated by the maximum-likelihood es-
timate(MLE) as follows:

= arg max H Z

i= ISGCT

(Si|D,0) (4

The MLE value of 6 can be computed by the
EM algorithm.

After extracting the first type of domain-specific
words, the author proposes a measure called rel-
ative frequency to extract the second type of
domain-specific words. The relative frequency gf)f
of word w; in domain k can be estimated as fol-
lows:

k _ 3
S
gk

i is estimated probability of word w; from the
kth domain.

6))



3.3 Domain Word Dictionary Model

To add the ability to discover domain-specific
words, we first use a Domain Word Dictionary
Model (D-WDM) instead of the origin WDM
model. D-WDM regards a sentence as a sampling
from two word dictionaries, one is the common
background word dictionary D¢ and the other is
the domain word dictionary D?. So a word w; in
a sentence S is sampling first with probability ¢
to determine which dictionary it is from, and then
with probability 6% from D¢ or D€. So the proba-
bility of sampling in D-WDM a specific sentence
with length K is:

K;
P(Si|D,0,0) = [ [ (e85, + (1 — @)05) (6)

k=1
where

0 = (6°,0% (7)
3.4 Domain TopWords
The main difference between Domain

TopWords(D-TopWords) and TopWords is
that D-TopWords is under the D-WDM model. So
there are two word dictionaries, one for common
words and the other for the domain-specific
words. So the likelihood of 6 with the given
corpus GG under the D-WDM model is:

LOID,G, o) = [[ D_ P(SiD,0,9)

Tj€G S;€Cr,
=11 > Il + -0

j=18€Cr, k=1
(8)

where the parameter ¢ need to be fixed. If the ¢ is
adapted, the model will converge at a point which
maximize the probability difference of the words
between the initial 6, and 6,.

However, in the D-WDM model, there is no
difference between the domain dictionary Dy and
the common dictionary D, except the parameter
. So if we use pure EM algorithm to estimate
the parameter 6¢ and 6%, it is obvious that the al-
gorithm cannot determine whether a word should
be sampled from D, or D;. And even though
the model has the ability to distinguish the two
kinds of words, it can not find out which words
are domain-specific words either if we only use

47

the domain-specific corpus. So we must add the
common background corpus knowledge into our
model and denote this function as domain score
function o.

Domain TopWords model uses an optimized
probability function of a segmentation which can
take the background knowledge into considera-
tion. The probability of a segmentation S; of a
sentence as follows:

QUSIIT; D, 0, o)

P zTaDa s =
(S ‘ 9 4 U) ZS’iGCT Q(SZ‘T7 D7 07 SO)

)
K;

Q(SIIT; D,0,¢,0) = [ [ (905, + (1 — )b 0i,)
k=1

(10)

is the score of the sampled segmentation .S; of
T. P(S;|T; D, 0, ¢, ) is the nomorlized version of
Q(Si|T; D, 8, p,0). 0;, is the domain score of the
word w;, .

3.5 Selection of domain score o

As mentioned above, we need a domain score
function o to tell our model how to distinguish
whether a word is a common word or a domain-
specific word. This function has several choices,
i.e., the frequency of the word in a large back-
ground corpus, matches of specific templates, and
so on. And we find that statistical features, like
left(right) entropy and mutual information, are
useless as the background knowledge function be-
cause the D-TopWords model itself has taken this
part of features into consideration. We introduce
some choices of the o function and evaluate the
effects in our experiment.

Constant Score The first choice of ¢ function is
a constant function which returns a constant num-
ber for all words. This means there is no encour-
agement for any word so that we will get a #¢
which has almost the same word distribution as 6°.
We denote D-TopWords with constant o function
as D-TopWords+Const.

Background Frequency Score It is a natural
idea that uses the reciprocal of the frequency of
the word in a common background corpus. This o
function encourages words with low background
frequency to be sampled from 6¢. The detailed



function is as follows:

o(w) (11

P
Fre(w)

where P is a constant. The parameter P need to be
tuned according to the size of the domain corpus,
in our experiments we choose 900 to get a domain
score in the range of 1-10 for domain words. And
Fre(w) is the frequency of word w in background
corpus. We denote the result as D-TopWords+Fre.
RF Score We use the reciprocal of word prob-
ability in the dictionary of the origin TopWords
method estimated with common background cor-
pus as our domain score. We denote this function
as RF function respect to the relative frequency in
TopWords. The detailed function is as follows:

(12)

o(w)

WP(w) x 105

where the W P(w) is the word probability of word
w in the dictionary of origin TopWords model. We
denote the result as D-TopWords+RF.

3.6 EM estimation of ¢

The parameter 6 will be estimated by the EM al-
gorithm as we will show below. In the beginning,
we add all the words in vocabulary to 6 and de-
fault values will be set for both #¢ and 6¢ be-
fore EM steps. We employ a “top-down” strat-
egy to discover words, and this is the reason why
this method is called TopWords. It adds all words
into its dictionary at first and then drops the words
whose probability is close to zero (e.g., < 1078,
and we use this value in our experiments). A good
choice of the default value for 6s is the normalized
frequency vector of the words in the corpus.

Next, we will show the EM algorithm for our D-
TopWords model. Let (") be the estimated value
of 6 at the r-th iteration. Then the E-step and the
M-step can be computed as follows. The E-step
computes the Q-function:

Q(010") =Eg; g [logL(6; G, 5))]

=S % P(SIT;D,60) (13

7j=1 SGCTJ.

logP(S|D,0)
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and the M-step maximizes Q(0|0(r)) so as to up-
date 84 and 6° as follows

gelr+1) — (CY), el c%)

) /(n+ > ()

)

o1 = (@, d ) /(4 Y (d))
(14)
where
o = > alTy)
TjGG
a(ly) = 3 elS)- P(SIT D,0) (o
SETj
007"
07" + (1= @)t

¢i(S) is the number of occurrences of w; which is
sampled from common dictionary in sentence S,
and

" =3 d(m)
TjGG
di(Tj) = > di(S) - P(S|Ty; D,0")-
SeT; (16)

(1— )02
d(r)

P07 + (1 - )6
d;(S) is the number of occurrences of w; which is

sampled from domain dictionary D, in sentence

S.

0j

In the experiment, we found that because of the
lack of domain-specific data the model tends to
get long words and short segmentation. We add
a segmentation length related factor to reduce this
tendency, then our () function of segmentation S;
becomes:

K;

Q(Si]0) = o [T (w05, + (1

k=1

©)0% 03, (17)
« is a constant parameter. K is the length of the
segmentation S;.

4 Experiments

In this section, we first perform an experiment to
compare our method to several baselines. And



top K words = 100 200 400 700
Huang et al.(2014) | 0.435 | 0.413 | 0.378 | 0.353
D-TopWords+Const | 0.266 | 0.162 | 0.152 | 0.150
TopWords+Fre 0.630 | 0.576 | 0.495 | 0.412
D-TopWords+Fre | 0.719 | 0.664 | 0.573 | 0.504
TopWords+RF 0.759 | 0.679 | 0.601 | 0.548
D-TopWords+RF | 0.795 | 0.705 | 0.615 | 0.553

Table 2: Discovering new words in data structure domain (MAP)

then we perform parameter analysis to demon-
strate how the parameters will affect our model.
At last, we conduct some case studies to analysis
these methods in details.

4.1 Data Preparation

We use transcripts of an online course called Data
Structure from Xuetangx.com. Xuetangx.com is
one of the biggest MOOC platforms in China.
These transcripts are a total of 55,045 lines, in-
cluding 655312 Chinese characters in it and totally
1,792 different characters.

We segment the corpus by characters and count
the frequency of character-based n-grams from un-
igram up to 7-gram. We drop words with the fre-
quency less than 5 and result in a 55,452 lines n-
gram list. The resulted n-gram list is very sparse
(close to 1:170) and most of the results are obvi-
ously meaningless (like “5X 1% —" which means
“one such”). We asked two annotators to label
these n-grams. These two annotators are requested
to judge whether an n-gram is a domain-specific
word or not, it takes almost one week to anno-
tate these n-grams. If there is a disagreement in
these annotations, the annotators will discuss the
final annotation and result in a 12.6% disagree-
ment ratio. Most of the disagreements are like “i/j
[A]”(visit) and “fd A (insert) which are somewhat
ambiguous. Finally, we use a relatively strict stan-
dard, this results in 326 domain-specific words.
The final annotated file can be accessed in our
Github repo!.

We use YUWEI corpus as our common back-
ground corpus. This corpus is developed by the
National Language Commission, which contains
25,000,309 words with 51,311,659 characters.

4.2 Evaluation Metric

The output of our method is a ranked list, so we
use mean average precision (MAP) as one of our

"http://github.com/dreamszl/dtopwords
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evaluation metrics. The MAP value is computed
as follows:

_ iy P(k) x rel(k)
S ke rel(k)

where the P (k) is the precision of the top k words,
rel(k) is a indicator function which return 1 when
word at rank k£ is a domain-specific word and
0 otherwise. K is the length of the result list.
When we get a list whose elements are all domain-
specific words, the M AP(K) will be 1.

We will also display the precision-recall curves
of our results.

MAP(K) (18)

4.3 Discovering New Words
4.3.1 Experiment Settings

We compare different settings of our method with
two baselines. The first baseline is pattern-based
unsupervised new word detection method, which
is proposed by Huang et al. (2014). The follow-
ing statistical features are taken into considera-
tion: left pattern entropy (LPE), normalized multi-
word expression distance (NMED), enhanced mu-
tual information (EMI). We implement both char-
acter based and word-based version, and the word-
based version outperforms character based ver-
sion. We use the optimal parameter setting in
Huang's method, which is the LPE+NMED setting
in their paper. And we use annotated words to ex-
tract the candidate patterns which is a pretty good
treatment for this method.

The second baseline is origin TopWords method
which has been mentioned in above section. We
first run the TopWords method in the domain-
specific corpus, and then use a function to rerank
the word dictionary #. We use two functions to
rerank the dictionary. The first one is the back-
ground frequency function and we denote this ver-
sion as TopWords+Fre. The second one is the stan-
dard relative frequency method, we use the dictio-
nary 6p of TopWords method run in background



D-TopWords+Fre TopWords+Fre Huang et al.
BAKR 1 (specifically speaking) N K (next) 15 (indeed)
15 & (attention please) #4171 E Z (in other words) % /D(at least)
.11 5 Z (in other words) H AR i (specifically speaking) | X771 & (alignment position)
ZF1fF(character) [7] 2241 1% (hello students) I (succession)
55 (brackets) A l(we) TE U 2R (and so on)

Table 3: Top 5 wrong results of D-TopWords+Fre, TopWords+Fre and Huang et al.'s method

PR-Curve

Huang et al.2014
» D-TopWORDS+Const
TopWORDS+Fre
D-TopWORDS+Fre
TopWORDS+RF
D-TopWORDS+RF

0.8 -

o
o

Precision

o
'S

0.2

0.0
0.00

0.20 0.25 0.30 0.35 0.40

Recall

0.05 0.10 0.15

Figure 1: PR-Curves of our methods and two base-
lines

corpus to rerank 6. We denote this version as Top-
Words+RF.

4.3.2 Result and Analysis

(1) The MAP values of all the methods are
shown in Table 2, and the PR-curves are shown
in Figure 1. From the results, we can see
our D-TopWords+RF and TopWords+RF achieve
the best performance. Our D-TopWords+RF
achieves better performance than TopWords+RF
method, especially when the recall is lower our
D-TopWords+RF outperforms TopWords+RF ob-
viously as shown in Figure 1. In the actual appli-
cation scenario, our model is more practical as the
top results returned by the model are more impor-
tant.

(2) Our D-TopWords methods achieve better
performance than the corresponding TopWords re-
sults. We expect that our D-TopWords model
can use the external information more effectively
and accurately. Our D-TopWords model will give
more weights to the probability whether a se-
quence can be a word or not, and the TopWords
model will more reliable on the external informa-
tion.

(3) More than that, our D-TopWords+Fre meth-
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ods is significantly better than TopWords+Fre
model and comparable to the D-TopWords+RF
and TopWords+Rf model. The external back-
ground information RF takes the probability a se-
quence can be a word or not into consideration,
however, our D-TopWords can consider this infor-
mation in the model itself. So RF information is
relative redundancy than Fre information to our
D-TopWords model. The RF information needs
to be trained on the common background corpus
when the common background corpus is large it
will take a very long time.

(4) We perform experiments of Huang et al.'s
method with different domain score functions and
all of these result in a poor performance. With the
recall raising the precision decreases sharply, we
suppose that it is because such statistical features
based models cannot deal with low-frequency
words well. However, our model can deal with
this kind of words better by using the context in-
formation. And our model can hold a better bal-
ance between the probability whether a sequence
can be a word or not and the domain score, which
is hard for Huang et al.'s method.

4.4 Parameter Tuning

Table 5 shows how the performance changes with
different o which is the segmentation length re-
lated parameter and ¢ which is the dictionary
weight parameter. As we can see, the perfor-
mance gets better when ¢ increases and get the
best result when ¢ is 0.9. ¢ represents the prob-
ability a word is sampled from the common dic-
tionary, so it means that a word is sampled from
the common dictionary with a 90% possibility and
domain-specific dictionary with 10%.

It achieves the best performance when ¢ is set
as 0.9 and «ais set as 100. Looking into the results,
we found « determines the length of the words in
6. When « chooses a smaller value the results tend
to be longer, when a chooses bigger value the re-
sults tend to be shorter. And when the size of cor-



Data Structure University Chemistry Nuclear Physics
Ik 7] (iterate) 12 2 H (in the process) %ﬁ’x—”‘(decay)
KHEI (key code) P11 %% (equilibrium constant) 1% (activity)
1% I (recursive) fit &%) (complex) TR (redioactive source)
BEAKR i (specifically speaking) f# 5 (dissociation) 7y FHE% (y-ray)
5 7~ JZ (complexity) T A1 8971 H FHHE(Gibbs free energy) F3R7R(to express)
BST (binary search tree) %%@C?jliﬁ(hybrid track) ASTHL(incident grain)
- % T (left child) PI%S B, (lone paired electron) MeV (MeV)
12 5 ¥ (operator) FH, 1 B9, 3% (electrode potential) #13Z (target nucleus)
FPE 451 (data structure) [6] 11 T4F (hello students) =35 HH(half-life period)
B (B tree) 52 N3 K (reaction rate) 1% Z (species)

Table 4: Top 10 results of D-TopWords+Fre in three courses

o @ 10 50 100 500 | 1000
0.3 | 0.243 | 0.344 | 0.389 | 0.416 | 0.429
0.5 |0.323 | 0441 | 0479 | 0.529 | 0.516
0.7 | 0.405 | 0.513 | 0.559 | 0.593 | 0.483
0.9 | 0.437 | 0.672 | 0.719 | 0.547 | 0.448
0.99 | 0.306 | 0.470 | 0.479 | 0.519 | 0.447

Table 5: MAP of top 100 results'performance
with different o and ¢, wunder the D-
TopWords+Fre model.

pus increasing, a smaller o value will get better
performance. We set o as 10 when estimates 6 of
the common background corpus.

4.5 Case study

(1) The top five wrong results of D-TopWords+RF
and TopWords+RF are similar. There are some
wrong results appearing in top 100 results in
TopWords+RF but not in D-TopWords+RF such
as “NRN K {F & (everybody attention). Af-
ter inspecting the common dictionary 6. in D-
TopWords+RF, we find both “K Z”(everybody)
and *“{F & ”(attention) are in high ranks. We sup-
pose that the usage of Domain Word Dictionary
Model helps to deal with this type of sequences
better.

(2) The teacher of this course uses “Ht T
F Z”(in other words), “H {& 3 i (specifically
speaking) very frequently, so the TopWords+Fre
and D-TopWords+Fre cannot recognize them.
And the wrong results “HZ | 27 (next) and “[F]2%
i1 (hello students) rank lower in our method
compared to TopWords+Fre method (i.e., 25 and
41 vs 4 and 13). We suppose that it is because our
method can keep a better balance of the domain
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score and the probability that a sequence be a new
word. And we inspect other wrong results which
have a similar situation, these words all have a
much lower rank in our method. So these phe-
nomena confirm our assumption that our model
achieves better performance in the sequences that
with low frequency in background corpus but can-
not be a word.

(3) The wrong result “F{/]”(we) doesn't appear
in the domain dictionary 6;, but appears at rank
7 in the 6. dictionary in our model. There are
also some results appearing in a high rank in Top-
Words+Fre method, but in a low rank in our D-
TopWords+Fre method. For example, 415 (for
example) ranks in 39 in TopWords+Fre but rank in
574 in D-TopWords+Fre, “iX 2 £ (the same as it)
ranks in 31 in TopWords+Fre but ranks in 2759 in
D-TopWords+Fre, “ 5 & (that's it) ranks in 53
in TopWords+Fre but not appear in our method,
and so on. We suppose that the usage of Do-
main Word Dictionary Model is the reason that our
model can reach a better performance in these type
of words.

(4) The first 10 results (D-TopWords+Fre) in
Data Structure course and two other courses are
shown in table 4.

5 Conclusion

We propose a pure unsupervised D-TopWords
model to extract new domain-specific words.
Compared to traditional new word extraction
model, our model doesn't need handcrafted lexi-
cal features or statistical features and starts from
the unsegmented corpus. Compared to the origin
TopWords model, our model can reach a better
performance with the same information and can
reach a comparable performance with only back-



ground corpus frequency information to the Top-
Words model with the relative frequency which is
expensive and time-consuming.

Our D-TopWords model adds the ability to dis-
tinguish whether a word from common dictio-
nary or domain dictionary to the origin TopWords
model. We add a domain score parameter to let
our model which can take the external information
easily and efficiently. Experiments show that due
to our modification our model can use much less
external information to reach a comparable perfor-
mance to the origin TopWords model.
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