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Abstract

In this paper we describe the participation of
the Joint Research Centre, EC, in task 14 -
Semantic Taxonomy Enrichment at SemEval
2016. The algorithm which we propose trans-
forms each candidate definition into a term
vector, where each dimension represents a
term and its value is calculated by TEIDF.
We attach the candidate term as a hyponym
to the WordNet synset with the most similar
definition. The results we obtained are en-
couraging, considering the simplicity of our
approach. The obtained F measure is below
the average, but above one of the baselines.

1 Introduction

In this paper we describe the participation of the
Joint Research Centre, EC, in task 14 - Semantic
Taxonomy Enrichment at SemEval 2016. We par-
ticpate for the first time in a similar task. We opted
for a relatively simple method for searching of rel-
evant synsets, which does not exploit any external
dictionary or another semantic resource. We called
our system Deftor (DEFinition vecTOR). Deftor is
a system which represents the definitions (glosses)
as lexical vectors and finds the most similar one for
each new lemma.

Automatic enrichment of taxonomies and knowl-
edge bases is very important especially for rapidly
changing domain. The taxonomy enrichment task is
quite challenging, mostly because of the many pos-
sibilities when attaching a new term to an existing
taxonomy: First, a new word can be attached as a hy-
ponym to different concepts, which describe it at dif-
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ferent levels of abstraction. For example, in Word-
Net the hurricane is a hyponym of cyclone, which is
a hyponym of windstorm, which itself is a hyponym
of storm and the storm is a hyponym of atmospheric
phenomenon. It is not always easy to decide where
to attach a concept: in the above mentioned case
the definition of storm and windstorm are not very
different. In this case, it is also difficult to decide
if a new concept should be merged with a similar
concept from WordNet or it should be attached as
a hyponym. Another problem are the multiple as-
pects from which a concept can be perceived. For
example, one can consider hurricane to be a natural
disaster. It is also a weather condition or cause of
death. All these considerations unfortunately make
taxonomy enrichment task quite ambiguous and dif-
ficult to tackle. In some cases, the right attachment
of a new concept will be difficult also for a human
expert. Although the task is quite complicated, as
we have pointed out, we applied a simple approach
which is based on comparison of the lexical content
of the definitions of the new concepts and the Word-
Net synsets.

Our approach to the taxonomy enrichment task
represents each synset from WordNet and the can-
didate new terms as word vectors from their defini-
tions and then attaches each new term as a hyponym
to the synset for which the cosine similarity of its
definition vector and the definition vector of the new
term is the highest.

The algorithm which we propose transforms each
candidate definition into a definition vector, a term
vector, where each dimension represents a term and
its weight is calculated by TEIDF. In this way we
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represent each WordNet definition, as well as the
definitions of the new terms for inclusion in Word-
Net. Moreover, we expanded each definition vector
with the definitions of the words from this vector.

We then calculated the cosine similarity between
each WordNet synset definition and the definition of
the candidate term whose place in the WordNet hier-
archy is to be identified. Then, we attach the candi-
date term as a hyponym to the synset with the most
similar definition.

Using this method we obtained results which
are encouraging, considering the simplicity of our
method - it relies solely on WordNet and no addi-
tional dictionaries or other resources were used. The
results we obtained are somehow below the average,
but above the weaker baseline.

2 Related Work

There are plenty of scientific papers, which address
the taxonomy/ontology enrichment task and in par-
ticular the automatic enrichment of WordNet. See
among the others (Haridy et al., 2010), (Navigli
et al.,, 2004) and (Nimb et al., 2013). Existing
work falls in one of the following categories: 1.
Adding new semantic relations in an existing on-
tology (Montoyo et al., 2001). 2. Adding new
senses for existing terms, e.g. (Nimb et al., 2013)
3. Adding new terms (Jurgens and Pilehvar, 2015).
The new terms which are added may belong to al-
ready existing terminology (Stankovic et al., 2014),
to a particular domain (e.g. biomedical (Poprat et
al., 2008), medical (Smith and Fellbaum, 2004), or
architectural (Bentivogli et al., 2004)), or they can
belong to one well defined class like in (Toral and
Monachini, 2008) who adds proper nouns to Word-
Net. The new terms may be taken from dictionaries
or extracted from a corpus. In several cases the ex-
ploited resource is Wikipedia, like (Ruiz-Casado et
al., 2005) and (Ponzetto and Navigli, 2009). Most of
the work based on Wikipedia are limited mainly to
the noun concepts; to overcome this limitation (Jur-
gens and Pilehvar, 2015) proposed to extend Word-
Net with novel lemmas from Wiktionary. For the
WordNet enrichment task different resources have
been exploited and different approaches have been
experimented: distributional similarity techniques
(Snow et al., 2006), structured based approaches
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(Ruiz-Casado et al., 2005), creation of a new ontol-
ogy and its merging with the existing one by align-
ment based methods (Pilehvar and Navigli, 2014) or
considering the attributes distribution (Reisinger and
Pagsca, 2009).

The taxonomy enrichment task can be considered
as a specific case of the ontology learning and popu-
lation task, (Buitelaar and Cimiano, 2008), whose
purpose is automatic learning of semantic classes
and relations. Ontology population is about find-
ing instances, which belong to certain ontological
classes, like Paris is an instance of the class city.

3 Algorithm

As we pointed out earlier our method is based on
similarity of definition vectors. In order to create
a definition vector for a word sense, we perform
part-of-speech tagging of its gloss and we represent
each gloss as a list of lemmas of its non-stop words.
Words are downcased. After that, as a second step,
each definition vector is being expanded with the
lemmas from the glosses of its words, obtained on
the first step. For example, if the WordNet defini-
tion for computer is a machine for performing cal-
culations automatically, then our algorithm creates
a first version of the definition vector with the non-
stop lemmas machine, perform, calculation and the
TF.IDF values of these words. Then, the algorithm
takes the glosses of all the WordNet senses of the
words in the first version of the vector. In this partic-
ular case, we will add to the definition vector of com-
puter the words from the glosses of all the senses of
machine, perform, and calculation. Moreover, part-
of-speech tags of these words are known, since we
perform part of speech tagging of the glosses. As
an additional step of pre-processing we extract the
genus from the gloss - usually the first word which
defines the more generic concept under which is the
defined term

We have processed all the WordNet synsets,
where each synset is represented as a definition vec-
tor. Then an inverted index was created for each def-
inition vector, in which a word points to the defini-
tion vectors in which it appears. Then, for each new
term t, we do the following

1. Find the definition vector d of .



2. For each word w from d we find via the inverted
index all the synsets whose definition vectors
contain w and whose part-of-speech is the same
as the one of £. Let’s denote the set of definition
vectors of these synsets as D.

3. We find the similarity of d and each vector
d; € D. The similarity is being calculated
as d.d;.cos(d, d;), this formula was empirically
derived from the training data.

4. If the part of speech of ¢ is verb, we add to the
above-calculated similarity score the similarity
of the glosses of the genus of ¢ and the genus of
the synset under consideration

5. The synset with highest similarity is taken and
then the new term is attached as its hyponym.
If the similarity of the best synset is found to be
under a certain threshold, then we do not attach
the new term and we skip it

4 Evaluation

The evaluation shows that our system can be im-
proved significantly, but still results are encouraging
considering the simplicity of our approach. The F1
of our only run was found to be 0.5132, which is
below the baseline First word, first sense, but much
above the baseline Random synset, which shows the
feasibility of our approach.

It goes without saying that our results can be im-
proved, nevertheless we propose an approach whose
main advantage is its simplicity and it is indepen-
dent of external resources. Our method is poten-
tially multilingual and can be applied on taxonomies
in languages other than English. Our system Deftor
does not rely on any external knowledge and it uses
only part-of-speech tagging and lemmatization as a
pre-processing step. Since P.O.S. taggers and lem-
matizers are available in different languages, we can
easily adapt Deftor between languages and between
domains, since the exploited algorithm does not de-
pend on the taxonomy domain. Moreover, the sim-
plicity of our approach make it quite efficient and
easy to implement.
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