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Abstract 

Minions, a team formed of first year stu-

dents in the Master of Computational Lin-

guistics, started the participation at 

Semeval-2016 as a semester project, aiming 

to build a model for analyzing and classify-

ing “tweets” into positive, neutral and nega-

tive, according to the evoked sentiment, 

while getting familiar with Natural Lan-

guage Processing tools and methods. There-

fore, the backbone of our sentiment analyz-

er consists in several off-the-shelf, freely 

available resources, enhanced with a classi-

fier trained on the SemEval-2016 data. 

1 Introduction 

Texts live around us just as we live around them. 

At any instant, there are texts that people write, 

share, use to get informed, etc. (starting with an 

advertisement heard on the radio every morning 

and finishing with the contract of sale signed be-

fore a notary). Combining this with the concept 

of language economy (or the principle of least ef-

fort) – a tendency shared by all humans – con-

sisting in minimizing the needed amount of effort 

to achieve the maximum result, it is no wonder 

why the social media, with its short, informal and 

context-dependent texts, achieved such a high 

popularity. 

SemEval-2016 task 4 had several subtasks, but 

since our team consists mainly of members be-

ginning to learn about Natural Language Pro-

cessing, we only felt comfortable in participating 

in Subtask A. This subtask involved the classifi-

cation of a message polarity, i.e. classify a given 

tweet in three categories: positive, negative or 

neutral, according to the identified sentiment 

(Nakov et al., 2016).  

The remaining of this paper is structured as 

follows: Section 2 provides an overview of avail-

able online applications for analyzing social me-

dia sentiments; Section 3 presents our own sen-

timent analyzer, before the final section present-

ing the evaluation of the system and drawing 

some conclusions. 

2 State of the art  

Specific processing tools (such as POS taggers or 

anaphora resolution systems), score a higher per-

formance if used on the same text type as the 

ones they were trained on. In other words, we 

will have better results if using a POS tagger 

trained on news corpora to analyze news texts, 

rather than speech transcripts.  

Thus, the short dimension of tweets and their 

creative informal spelling have raised a new set 

of challenges to the natural language processing 

field. How to handle such challenges while au-

tomatically mining and understanding the opin-

ions and sentiments that people are communi-

cating has been the subject of several research 

(Jansen et al., 2009; Barbosa and Feng, 2010; 

Bifet and Frank, 2010; Davidov et al., 2010; 

O’Connor et al., 2010; Pak and Paroubek, 2010; 

Tumasjan et al., 2010; Kouloumpis et al., 2011). 

We have investigated existing online applica-

tions for sentiment extraction of social media 

from Twitter, briefly discussed below, and inte-

grated some of them in our sentiment analyzer. 
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Trackur
1
 is an online application, allowing the 

display of opinions on a particular search criteri-

on, trained on datasets from various social net-

works such as Facebook, Google Plus, Insta-

gram, etc. 

Social Mention
2
 application monitors over 100 

social networks, blogs or forums such as Twitter, 

Facebook, Youtube, Digg, Google, etc. in an at-

tempt to identify emerging hot topics. 

AlchemyAPI
3
 (Turian, 2013), provider of arti-

ficial intelligence cloud services, offers multiple 

modes of sentiment analysis: document-level, en-

tity-level, and keyword-level sentiment mining is 

provided, in addition to support for advanced 

features such as negation handling, sentiment 

amplifiers / diminishers, slang, and typos, all 

based on the company’s deep-learning classifier, 

trained on an impressive social media corpus. 

Sentiment140
4
 (formerly known as "Twitter 

Sentiment") allows the discovery of the senti-

ment associated to a brand, product, or topic on 

Twitter. It uses a maximum entropy classifier, 

trained on a set of automatically extracted tweets. 

The training corpus of 1.600.000 tweets was cre-

ated relying solely on the use of emoticons 

(tweets with happy smileys suggest a positive 

contents, while tweets with sad/anger smileys re-

fer to negative contents). The API lets users clas-

sify tweets and integrate sentiment analysis func-

tionality into their own websites or applications, 

using RESTful calls and responses formatted in 

JSON. 

                                                     
                                                       
1 http://www.trackur.com/about-trackur 
2 http://socialmention.com/ 
3 http://www.alchemyapi.com/ 
4 http://help.sentiment140.com/home 

NLTK
5
  (Bird et al., 2009) is a platform for 

building Python programs to work with human 

language data. It provides easy-to-use interfaces 

to over 50 corpora and lexical resources (includ-

ing WordNet), along with a suite of text pro-

cessing libraries for classification, tokenization, 

stemming, tagging, parsing, and semantic reason-

ing, etc.  

After analyzing the available applications for 

sentiment analysis, we decided to build our own 

analyzer based on several existing services (Al-

chemy, Sentiment 140 and NLTK’s Sentiment 

analyzer), enhanced with a Naïve Bayes classifi-

er trained on the SemEval-2016 data. 

3 System Architecture 

The system developed for SemEval-2016 can be 

divided in the following modules: 

1. Tweets Extractor: a module which extracts 

tweets based on a list of ID’s provided by 

the task organizers; 

2. Pre-processing: cleaning operations need-

ed to remove from tweets symbols unsup-

ported by the sentiment analysis services; 

3. APIs Management: development of a web 

service able to manage the calls to the 

three sentiment analysis APIs: Alchemy, 

Sentiment 140, NLTK; 

4. Naïve Bayes Classifier: trains a Naïve 

Bayes classifier from the NLTK toolkit for 

identification of positive, negative and 

neutral sentiments. 

                                                     
                                                       
5 http://www.nltk.org/ 

Figure 1. Diagram of our tweet sentiment analyzer  
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5. Voting Module receives sentiment scores 

from the three APIs and decides, in case of 

mismatch, which one to further obey; 

6. Evaluator: Analysis the output file and 

creates statistics used to improve the sys-

tem’s performances. 

The system’s architecture is presented in figure 1 

above and the modules are discussed in more de-

tails in the next subsections. 

3.1 Tweet Extractor 

This module receives as input a set of tweets IDs 

and extracts the text of tweets using Twitter API. 

One of the challenges with regard to this module 

was to overcome the limitations set by the Twit-

ter API (a limit of 100 tweets in a response for 

any request). Therefore, the tweet extractor has a 

parameter that allows us to specify the frequency 

of crawling. We found that an interval of 2 

minutes is a reasonable polling parameter.  

Several tweet IDs returned errors when pro-

cessing, the content of the tweets being no longer 

available. For example, for the train data, out of 

the 6000 ID’s, 632 were not found. 

3.2 Pre-processing 

After obtaining the texts from tweets, a cleaning 

phase was performed, in order to standardize the 

data. Thus, regular expressions have been built 

to: convert the texts to lowercase, discard words 

shorter than two characters, remove special dia-

critic signs, URLs, as well as symbols unsup-

ported by the sentiment analyzers’ APIs (such as 

“?”). Users often include Twitter usernames in 

their tweets in order to direct their messages, us-

ing the @ symbol before the username (e.g. 

@radut), therefore a regex replaces all words that 

start with the @ symbol. Another modification 

proved to significantly reduce feature space, in-

spired by (Pang et al., 2002), is removing dupli-

cated vowels in the middle of the words (e.g. 

cooooool). Any letter occurring more than two 

times in a row is replaced with exactly two oc-

currences. 

3.3 APIs Management 

This module was intended to manage the calls to 

the sentiment analysis APIs used in this project: 

Alchemy, Sentiment 140 and NLTK’s Sentiment 

analyzer.  

3.4 Naïve Bayes Classifier 

Similar to (Go et al, 2009 and Pang et al., 2002), 

we trained a Naïve Bayes classifier, using the 

NLTK’s training facility, with the following fea-

tures: tokenized unigrams, emoticons, hashtags. 

We used the train and development data made 

available by the SemEval-2016 organizers for 

training. 

Ultimately, our internal evaluation on test de-

velopment data from the SemEval-2016 competi-

tion revealed the fact that our Naïve Bayes clas-

sifier was introducing more errors than correct 

cases, most probably due to a bug. We therefore 

introduced a parameter allowing us to run the 

system with a customized series of analyzers. For 

the submitted runs, we only considered the out-

puts of the three sentiment analysis APIs.  

3.5 Voting Module and Evaluator 

These modules are used to analyze the output of 

the sentiment analysis APIs aiming to identify, in 

case different labels are issued, which sentiment 

analyzer is most reliable. The Evaluator outputs a 

set of statistics using the test development data 

provided by the SemEval-2016 organizers. 

 

Figure 2. Comparison between the three sentiment  

identification services 

 

Thus, this module checks how many agree-

ments/disagreements are found in the results of-

fered by different sentiment analyzers (see figure 

2 for an overview and figure 3 for a detailed 

analysis of matched labels). We found that in  
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only 14.9% of the cases, all three services gave 

the same good result. For 9.4% of the cases, the 

three services gave similar label, but failed to 

find the good one. Out of these situations, almost 

14% were mislabeled negative cases, and only 

1.5% mislabeled positive tweets.  

However, in 30.6% of the cases, two of the 

services gave the same label, the good one and in 

78% of cases at least one classifier gave the right 

answer.  

 

These analyses lead us to the decision to im-

plement a simple voting module, which is based 

on the following empirically derived rules: 

- If at least two services give the same label, 

this label is chosen; 

- Otherwise, based on the internal evaluation 

(see figure 3), the priority was given as fol-

lows:  

o if Alchemy gives a negative result, select 

it; 

o else if Sentiment140 gave a neutral re-

sult, select it; 

o otherwise, if Alchemy gave a positive re-

sult, select it,  

o otherwise select the neutral label. 

4 Official evaluation and discussions 

The official evaluation (Nakov et al., 2016), pre-

sented in table 1, placed our system on the 28th 

place (out of 34 places).  
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 Table 1 Official results for the Minions team 

In this version of the system, we did not used 

part-of-speeches, since initial tests showed that in 

this configuration, they bring more noise than 

relevant information, conclusion shared (for part-

of-speeches) also by (Pang et al., 2002). Howev-

er, as further improvements, we intend to lemma-

tize the tweets before feeding them to our classi-

fier, and use an external dictionary of sentiment 

valences in the voting module, to enhance our 

system’s performance.  
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