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Abstract

In this paper we present an unsupervised ap-
proach to word sense disambiguation based on
evolutionary game theory. In our algorithm
each word to be disambiguated is represented
as a node on a graph and each sense as a class.
The algorithm performs a consistent class as-
signment of senses according to the similarity
information of each word with the others, so
that similar words are constrained to similar
classes. The dynamics of the system are for-
mulated in terms of a non-cooperative multi-
player game, where the players are the data
points to decide their class memberships and
equilibria correspond to consistent labeling of
the data.

1 Introduction

Word sense disambiguation (WSD) is the task to
identify the intended sense of a word in a compu-
tational manner based on the context in which it
appears (Navigli, 2009). It has been studied since
the beginning of NLP (Weaver, 1955) and also to-
day it is a central topic of this discipline. Many
algorithms have been proposed during the years,
based on supervised (Zhong and Ng, 2010; Tratz
et al., 2007), semi-supervised (Pham et al., 2005)
and unsupervised (Mihalcea, 2005; McCarthy et al.,
2007) learning models. Nowadays, even if super-
vised methods perform better in general domains,
unsupervised and semi-supervised models are gain-
ing attention from the research community with per-
formances close to the state of the art (Ponzetto and
Navigli, 2010). In particular Knowledge-based and
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graph based algorithms are emerging as interesting
ways to face the problem (Agirre et al., 2009; Sinha
and Mihalcea, 2007). The peculiarities of those al-
gorithms are that they do not require any corpus evi-
dence and use only the structural properties of a lex-
ical database to perform the disambiguation task.

An unsupervised algorithm which has been im-
plemented in different ways by the community (Mi-
halcea et al., 2004; Haveliwala, 2002; Agirre et al.,
2014; De Cao et al., 2010) is the PageRank (Page
et al., 1999). This algorithm is similar in spirit to
ours but we instead of using the graph to compute
the most important nodes (senses) in it, we use the
network to model the geometry of the data and the
interactions among the data points. In our system
the nodes of the graph are interpreted as players, in
the game theoretic sense (see Section 2), which play
a game in order to maximize their utility. The con-
cept of utility has been used in different ways in the
game theory (GT) literature and in general it refers
to the satisfaction that a player derives from the out-
come of a game (Szab6 and Fath, 2007). From our
point of view increasing the utility of a word means
increasing the textual coherence, in a distributional
semantics perspective (Firth, 1957). In fact, in our
framework a word always tries to chose a sense close
to the senses which the other words in the text are
likely to choose.

The starting point of our research is based on the
assumption that the meaning of a sentence emerges
from the interaction of the components which are in-
volved in it. In our study we tried to model this inter-
action and to develop a system in which it is possible
to map lexical items onto concepts. For this reason
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we decided to use a powerful tool, derived from Evo-
lutionary Game Theory (EGT): the non-cooperative
games (see Section 2). EGT and GT have been used
in different ways to study the language use (Pietari-
nen, 2007; Skyrms, 2010) and evolution (Nowak et
al., 2001) but as far as we know, our is the first at-
tempt to use it in a specific NLP task. This choice
is motivated by the fact that GT models are able
to perform a consistent labeling of the data (Hum-
mel and Zucker, 1983; Pelillo, 1997), taking into ac-
count the contextual information. These features are
of great importance for an unsupervised algorithm
which tries to perform a WSD task, because them
can be obtained without any supervision and help
the system to adapt to different contextual domains.

2 Game Theory

In this section we briefly introduce some concepts
of GT and EGT, for detailed analysis of these top-
ics we refer to (Weibull, 1997; Leyton-Brown and
Shoham, 2008; Sandholm, 2010).

GT provides predictive power in interactive deci-
sion situations. It has been introduced by Von Neu-
mann and Morgenstern (1944) and in its normal
form representation (which is the one we will use
in our algorithm) it consists in: a finite set of play-
ers I = (1,..,n), a set of pure strategies for each
player S; = (s1, ..., $,) and an utility function u; :
S1x...x .S, — R which associates strategies to pay-
offs. The utility function depends on the combina-
tion of two strategies played together, not just on the
strategy of a single player. An important assumption
in GT is that the players are rational and try to maxi-
mize the value of u;; furthermore in non-cooperative
games the players choose their strategies indepen-
dently. A strategy s; is said to be dominant if and
only if u;(s},s-;) > ui(si,s—i),Vs—i € S_;. As
an example we can consider the famous Prisoner’s
Dilemma (in Table 1) where the strategy con fess is
a dominant strategy for both players and this strategy
combination is the Nash equilibrium of the game.
Nash equilibria are those strategy profiles which are
best response to the strategy of the co-player and no
player has the incentive to unilaterally deviate from
his strategy, because there is no way to do better.
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1\2
confess
don’t confess

‘ confess don’t confess
-5,-5 0,-6
-6,0 -1,-1

Table 1: The Prisoner’s Dilemma.

2.1 Evolutionary Game Theory

EGT has been introduce by Smith and Price (1973)
overcoming some limitations of traditional GT such
as the hyper-rationality imposed on the players, in
fact in real life situations the players choose a strat-
egy according to heuristics or social norms (Szab6
and Fath, 2007). Another important aspect of EGT
is the introduction of an inductive learning process,
in which the agents play the game repeatedly with
their neighborhood, updating their believes on the
state of the game and choosing their strategy accord-
ingly. The strategy space of each player is defined
as a probability distribution over its pure strategies.
It is represented as a vector x; = (X1, .., Tim)
where m is the number of pure strategies and each
component x;; denotes the probability that player ¢
choose its hth pure strategy. The strategy space lies
on the m-dimensional standard simplex A,,, where:
Sopei i, = 1and x;, > 0 for all h. The ex-
pected payoff of a pure strategy e” in a single game
isu(e", x) = e - Ax where A is the m x m payoff
matrix. The average payoff of all the player strate-
giesis u(z,z) = Y, g zpu(e”, ). In order to find
the Nash equilibria of the game it is used the repli-
cator dynamic equation (Taylor and Jonker, 1978)

i = [u(e", z) —u(z,2)]-2"Vhe S ()

which allows better than average strategies (best
replies) to grow. As in (Erdem and Pelillo, 2012)
we used the discrete time version of the replicator
dynamic equation:

u(el, )

ah(t + 1) = 2(¢) VheS (2

u(zx, x)
where at each time step ¢ the players update their

strategies until the system converges and the Nash
equilibria are found.

3 WSD Games

In this section we will show how we created the data
necessary for our framework and how the games are
played.



3.1 Graph Construction

We model the geometry of the data as a graph,
with nodes corresponding to the words to be disam-
biguated, denoted by I = {i; }§v:1’ where i; corre-
sponds to the j-th word and [V is the number of tar-
get words in a specific text. From [ we construct a
N x N similarity matrix W where each element w;;
is the similarity value assigned for the words ¢ and
j. W can be exploited as an useful tool for graph-
based algorithms since it is treatable as weighted ad-

jacency matrix of a weighted graph.

A crucial factor for the graph construction is the
choice of the similarity measure, sim(-,-) — R
to weights the edges of the graph. For our ex-
periments we used similarity measures which com-
pute the strength of co-occurrence between any two
words 4; and 7;

Wij = sim(ii,ij) Vi,j €11 ?é'] 3)
Specifically we used the modified Dice coheffi-
cient (mDice) (Dice, 1945), the pointwise mu-
tual information (P M I) (Church and Hanks, 1990)
and the log likelihood ratio (D?) (Dunning, 1993)
These measure have been calculate using the Google
WeblT corpus (Brants and Franz, 2006), a large col-
lection of n-grams (with a window of max 5 words)
occurring in one terabyte of Web documents as col-
lected by Google.

At this point we have the similarity graph W,
we recall that we will use this matrix in order to
allow the words to play the games only with sim-
ilar words. The higher the similarity among two
words, the higher the reciprocal influence and the
possibility that they belong to a similar class. For
this reason, at first we smooth the data in W and
then choose only the most significant js for each
j € W. The first point is solvg:d using a gaussian

kernel on W, w;; = exp (—%), where o is the
kernel width parameter; the second point is solved
applying a k — nearest neighbor algorithm to W,
which allows us to remove the edges which are less
significant for each ¢+ € I. In our experiments we
used 0 = 0.5 and £ = 25. Moreover, this opera-
tion reduces the computational cost of the algorithm,

which will focus only on relevant similarities.
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3.2 The Strategy Space

In order to create the strategy space of the game,
we first use WordNet (Mallery, 1995) to collect the
sense inventories M; = 1,...,m of each word,
where m is the number of synsets associated to word
1. Then we set all the sense inventories and obtain
the list of all possible senses, C' =1, ..., c.

We can now define the strategy space S of the
game in matrix form as:

Si1 842 Sic

Snl  Sn2 Sne

where each row corresponds to the strategy space of
a player and each column corresponds to a sense.
Formally it is a c-dimensional space A, and each
mixed strategy profile lives in the mixed strategy
space of the game, given by the Cartesian product
O = XierA.

At this point the strategy space can be initialized
with the following formula in order to follow the
constraints described in Section 2.1

|M;|~1, if sense j is in M;.
Sij = .
0, otherwise.

foralli € Tand j € S.

“)

3.3 The Payoff Matrix

We encoded the payoff matrix of a WSD game as
a sense similarity matrix among all the senses in
the strategy spaces of the game. In this way the
higher the similarity among two sense candidates,
the higher the incentive for a player to chose that
sense, and play the strategy associated to it.

The ¢ x c sense similarity matrix Z is defined as
follows:

zij = ssim(s;, 55) Vi, j € C i #j 5)

In our experiments we used the GlossV ector mea-
sure (Patwardhan and Pedersen, 2006) in order to
compute the semantic relatedness ssim(-,-). This
measure calculates the cosine similarity among two
second order context vectors. Each vector is ob-
tained from a WordNet super-glosse, which is the
gloss of a synset plus the glosses of the synsets re-
lated to it.



run sim P R F1 | math med. gen.
1 PMI 574 489 528 | 474 563 535
2 | mDice 58.8 500 54.1| 485 584 535
3 D? 535 454 49.1 | 434 544 467

Table 2: The results of the WSD-games team at SemEval-
2015 task 13. Precision, Recall and F1 in all domains and
F1 in specific domains.

From Z we can obtain the partial semantic simi-
larity matrix for each pair of player, Z;; = m X n,
where m and n are the senses of 7 and j in Z.

In a previous work (Tripodi et al., 2015) we did
not use this information, instead we used labeled
data points to propagate the class membership in-
formation over the graph. In this new version the
use of the semantic information made the algorithm
completely unsupervised.

3.4 System Dynamics

Now that we have the topology of the data W, the
strategy space of the game S and the payoff matrix
Z we can compute the Nash equilibria of the game
according to equation (2). So in each iteration of
the system each player gain its payoffs according to
equation (6) which allows each payoft to be propor-
tional to the similarity (w;;) and to the affinity that
player j has to the hs strategy of player 3.

wi(e" @) = Y ((wijZij)a;)n

JEN;

(6)

When the system converges each player chooses the
strategy with the highest value.

4 Results and Analysis

The dataset proposed by the organizers of SemEval-
2015 Task 13 (Moro and Navigli, 2015) consists of
five texts from three different domains: math and
computer, biomedical and general. The english cor-
pus is composed of 1426 instances to disambiguate
and 1262 of them have been used in the evalua-
tion. For our experiments we used only the instances
whose lemma has an entry in WordNet 3.0 without
looking up multi-words or trying to link the enti-
ties to other sources such as Wikipedia or BabelNet
(Navigli and Ponzetto, 2012)

We submitted three runs for our system with 1227
single words disambiguated for each run. The only
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difference for each run is the similarity measure that
we used to construct the graph W. For run-1 we
used the PM I measure, for run-2 the mDice coef-
ficient and for run-3 the D2. As we expected from
previous experiments on similar datasets, the best
results have been achieved using the mDice coef-
ficient (see Table 2). We obtained low recall values
for all our runs and this because we did not search
multi-words and did not use other sources of infor-
mation for the named entities, in fact the number of
named entities is limited in WordNet.

Looking more closely at the results, we noticed
that we obtained a very low precision (48.5%) in the
math and computer domain and this because even if
the lexical entry of certain instances (eg. in text2:
tab, dialog, script) have an entry in WordNet, their
intended meaning is not present; it can only be ac-
cessible to those systems which use BabelNet to col-
lect the sense inventories. This unexpected problem
affects the performances of the system because even
if those instances will not be considered in the eval-
uation, they have been used by other instances in our
system to play the disambiguation games, compro-
mising the dynamics of the system.

5 Conclusions and Future Works

We have presented an unsupervised system for WSD
based on EGT which takes into account contextual
similarity and semantic similarity information in or-
der to perform a consistent labeling of the data. Its
performances are below those of supervised systems
and are comparable with unsupervised and semi-
supervised systems even if on the Semeval-2015
task 13 dataset we did not use other source of infor-
mation except WordNet, did not search multi-words
and did not aspect that the intended meaning of some
instances is not present in WordNet.

As future work we are planning to do a detailed
evaluation of the system in order to find the most
appropriate measures to use and to incorporate in
the framework other sources of information like Ba-
belNet. Furthermore we are also thinking to test
the system as supervised and semi-supervised, im-
plementing a new initialization of the strategy space
and to test new graph construction techniques.
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