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Abstract

In this paper we present the Multilingual All-
Words Sense Disambiguation and Entity Link-
ing task. Word Sense Disambiguation (WSD)
and Entity Linking (EL) are well-known prob-
lems in the Natural Language Processing field
and both address the lexical ambiguity of lan-
guage. Their main difference lies in the kind
of meaning inventories that are used: EL uses
encyclopedic knowledge, while WSD uses
lexicographic information. Our aim with this
task is to analyze whether, and if so, how, us-
ing a resource that integrates both kinds of in-
ventories (i.e., BabelNet 2.5.1) might enable
WSD and EL to be solved by means of similar
(even, the same) methods. Moreover, we in-
vestigate this task in a multilingual setting and
for some specific domains.

1 Introduction

The Senseval and SemEval evaluation series rep-
resent key moments in the community of compu-
tational linguistics and related areas. Their focus
has been to provide objective evaluations of methods
within the wide spectrum of semantic techniques for
tasks mainly related to automatic text understanding.

Through SemEval-2015 task 13 we both continue
and renew the longstanding tradition of disambigua-
tion tasks, by addressing multilingual WSD and EL
in a joint manner. WSD (Navigli, 2009; Navigli,
2012) is a historical task aimed at explicitly assign-
ing meanings to single-word and multi-word occur-
rences within text, a task which today is more alive
than ever in the research community. EL (Erbs et
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al., 2011; Cornolti et al., 2013; Rao et al., 2013) is
a more recent task which aims at discovering men-
tions of entities within a text and linking them to
the most suitable entry in a knowledge base. Both
these tasks aim at handling the inherent ambiguity
of natural language, however WSD tackles it from a
lexicographic perspective, while EL tackles it from
an encyclopedic one. Specifically, the main differ-
ence between the two tasks lies in the kind of inven-
tory they use. For instance, WordNet (Miller et al.,
1990), a manually curated semantic network for the
English language, has become the main reference in-
ventory for English WSD systems thanks to its wide
coverage of verbs, adverbs, adjectives and common
nouns. More recently, Wikipedia has been shown to
be an optimal resource for recovering named enti-
ties, and has consequently become - together with
all its semi-automatic derivations such as DBpedia
(Auer et al., 2007) and Freebase (Bollacker et al.,
2008) - the main reference inventory for EL systems.

Over the years, the research community has typi-
cally focused on each of these tasks separately. Re-
cently, however, joint approaches have been pro-
posed (Moro et al., 2014b). One of the reasons for
pursuing the unification of these tasks derives from
the current trend in knowledge acquisition which
consists of the seamless integration of encyclopedic
and lexicographic knowledge within structured lan-
guage resources (Hovy et al., 2013). A case in point
here is BabelNet!, a multilingual semantic network
and encyclopedic dictionary (Navigli and Ponzetto,
2012). Resources like BabelNet provide a common
ground for the tasks of WSD and EL.

"http://babelnet.org
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In this task our goal is to promote research in the
direction of joint word sense and named entity dis-
ambiguation, so as to concentrate research efforts on
the aspects that differentiate these two tasks with-
out duplicating research on common problems such
as identifying the right meaning in context. How-
ever, we are also interested in systems that perform
only one of the two tasks, and even systems which
tackle one particular setting of WSD, such as all-
words sense disambiguation vs. any subset of part-
of-speech tags. Moreover, given the recent upsurge
of interest in multilingual approaches, we developed
the task dataset in three different languages (En-
glish, Italian and Spanish) on parallel texts which
have been independently and manually annotated by
different native/fluent speakers. In contrast to the
SemEval-2013 task 12 on Multilingual Word Sense
Disambiguation (Navigli et al., 2013), our focus in
task 13 is to present a dataset containing both kinds
of inventories (i.e., named entities and word senses)
in different specific domains (biomedical domain,
maths and computer domain, and a broader domain
about social issues). Our goal is to further investi-
gate the distance between research efforts regarding
the dichotomy EL vs. WSD and those regarding the
dichotomy open domain vs. closed domain.

2 Task Setup

The task setup consists of annotating four tokenized
and part-of-speech tagged documents for which par-
allel versions in three languages (English, Italian
and Spanish) have been provided. Differently from
previous editions (Navigli et al., 2013; Lefever and
Hoste, 2013; Manandhar et al., 2010; Lefever and
Hoste, 2010; Pradhan et al., 2007; Navigli et al.,
2007; Snyder and Palmer, 2004; Palmer et al., 2001),
in this task we do not make explicit to the participat-
ing systems which fragments of the input text should
be disambiguated, so as to have, on the one hand,
a more realistic scenario, and, on the other hand,
to follow the recent trend in EL challenges such as
TAC KBP (Jiet al., 2014), MicroPost (Basave et al.,
2013) and ERD (Carmel et al., 2014).

2.1 Corpora

The documents considered in this task are taken
from the OPUS project (http://opus.lingfil.uu.se/),
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more specifically from the EMEA (European
Medicines Agency documents), KDEdoc (the KDE
manual corpus) and “The EU bookshop corpus”,
which make available parallel and POS-tagged doc-
uments. We took four documents from these reposi-
tories. Two documents contain medical information
about drugs. One document consists of the man-
ual of a mathematical graph calculator (i.e., KAlge-
bra). The remaining document contains a formal dis-
cussion about social issues, like supporting elderly
workers and, more in general, about issues and so-
lutions to unemployment discussed by the members
of the European Commission.

2.2 Sense Inventory

As our sense inventory we use the BabelNet 2.5.1
(http://babelnet.org) multilingual semantic network
and encyclopedic dictionary (Navigli and Ponzetto,
2012), which is the result of the automatic in-
tegration of multiple language resources: Prince-
ton WordNet, Wikipedia, Wiktionary, OmegaWiki,
Wikidata, Open Multi WordNet and automatic trans-
lations. The meanings contained within this re-
source are organized in Babel synsets. Each of
these synsets can contain Wikipedia pages, Word-
Net synsets and items from the other integrated re-
sources. For instance, in BabelNet it is possible to
find the concept “medicine” (bn:00054128n), which
is represented by both the second word sense of
medicine in WordNet and the Wikipedia page Phar-
maceutical drug, among others, together with syn-
onyms such as drug and medication in English and
lexicalizations in other languages, such as farmaco
in Italian and medicamento in Spanish.

2.3 Dataset Creation

The manual annotation of documents was performed
in a language-specific manner, i.e., different taggers
worked on the various translated versions of the in-
put documents. More precisely, we had two taggers
for each language, who annotated each fragment
of text recognized as linkable with all the senses
deemed appropriate. During the annotation proce-
dure, for all languages, each tagger was shown an
HTML page containing the sentence within which
the target fragment was boldfaced. Then a table of
checkable meanings identified by their glosses (in
English or, if not available, in Spanish or Italian), to-



Single | Multi | Named | Mean senses | Mean senses | Mean senses per POS | Wikipedia | WordNet
Domain Language | Instances | words | words | Entities | per instance per lemma N V| R| A pages keys
EN 623 | 534 4l 43 8.0 70| 88100 |24 |38 295 549
Biomedical | ES 628 | 552 30 46 6.2 65| 56| 903159 251 -
IT 610 | 545 29 36 54 57| 58| 603135 254 -
EN 325 292 11 22 9.0 95| 10.1 | 103 29|59 135 276
Maths and | ES 308 | 277 10 21 75 76| 79| 803860 120 -
computer | IT 313 | 275 15 23 6.9 68| 73| 76|33 |44 136 -
EN 313 | 268 29 16 74 69| 91| 63154l 119 294
Social ES 303 | 259 27 17 74 74| 81| 733259 102 -
issues T 302 | 265 2 15 6.6 65| 77| 681730 101 -
EN 1261 | 1094 31 36 8.1 76] 91| 952444 549 1119
All ES 1239 | 1088 67 84 6.8 68| 68| 8432|509 473 -
T 1225 | 1085 66 74 6.1 59| 66| 672835 491
Table 1: Statistics of the datasets.
gether with the available synonyms and hypernyms
(as found in WordNet and the Wikipedia Bitaxon- TP
omy (Flati et al., 2014)). The taggers agreed on Precision = TPt FP (1
at least one meaning for 68% of the instances. A TP
third tagger acted as judge by going through all the Recall = TPLFN (2)
1tem§ and dlscar.dlng pverly general or irrelevant an- 9. Precision - Recall
notations, especially in the case of disagreement be- F1 = (3

tween the two taggers. To enforce coherence and
spot missing annotations, we projected the English
annotations to the other two languages. Finally, the
third tagger determined if the projected English an-
notations that were missing in one of the other two
languages were either correctly not included, or if
the taggers had actually missed a correct annotation.

As a result of this procedure we obtained a dataset
with around 1.2k items, but with only around 80
named entity mentions per language. Please refer
to Table 1 for general statistics about the dataset:
we show the number of annotated instances per lan-
guage and domain, together with their classification
as single- or multi-word expressions and named en-
tities. We then show the degree of ambiguity both
per POS and per instance and lemma (i.e., multiple
instances with the same lemma count as a single in-
stance) and, finally, we show how many of the in-
stances have Wikipedia pages or WordNet keys as

annotations?.

2.4 Evaluation Measures

To evaluate the performance of the participating sys-
tems we used the classical precision, recall and F1
measures:

2Please note that the sum of Wikipedia pages and WordNet
keys does not amount to the number of instances, as BabelNet

can have integrated synsets that contain both WordNet keys and
Wikipedia pages.
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Precision + Recall

To handle systems that output multiple answers for
a single instance we followed the standard scorer of
previous Senseval and SemEval challenges in uni-
formly weighting the multiple answers when com-
puting the TP counts. Moreover, we decided not to
take into account fragments annotated by the sys-
tems which were not contained in the gold standard,
similarly to the D2KB setting of the GERBIL eval-
uation framework for EL (Usbeck et al., 2015).

2.5 Baseline

As baseline we considered the performance of a
simple heuristic (called BabelNet first sense or
BFS) that exploits the default comparator integrated
within the BabelNet 2.5.1 API (i.e., the Babel-
SynsetComparator Java class). Babel synsets in Ba-
belNet can be viewed as nodes of a semantic net-
work and each of them can contain Wikipedia pages,
WordNet synsets and items from the other integrated
resources. The comparator takes as input the lemma
of the word for which we are ranking the Babel
synsets. There are three main cases managed by
the comparator. The first case is when both Babel
synsets contain a WordNet synset for the considered
word. If this is the case, then the WordNet sense
numbers are used to rank the synsets. The second
case is when only one of the Babel synsets contains
a WordNet synset: in this case the Babel synset that



contains the WordNet synset gets ranked first. The
last case is when no WordNet synsets are contained
within the two Babel synsets. In this case a lexico-
graphic ordering of the Wikipedia pages contained
within the Babel synsets is taken into account. As is
well known, the first sense heuristic based on Word-
Net has always proved a really hard to beat baseline,
outperforming all the developed systems for the En-
glish language over almost all settings and system
combinations. In contrast, the BFS heuristic in the
other languages shows itself to be weaker, achieving
lower performances in almost all settings and system
combinations.

3 Participating Systems

DFKI (Supervised). This system exploits Babel-
Net as reference inventory and a CRF-based named
entity recognizer. The disambiguation system is
divided in two parts: one for nouns and another
for verbs. For nouns the approach is based on the
idea of maximizing multiple objectives at the same
time. Similarly to (Hoffart et al., 2011), the disam-
biguation objectives consist of a global (coherence,
unsupervised) part and a local (supervised) part.
The global objective makes sure that disambiguation
maximizes coherence of the selected synsets and it is
based on the semantic signature graph (Moro et al.,
2014b). The local objective ensures that the Word-
Net synset type fits the local context of the noun to
be disambiguated. One important aspect of this ap-
proach is that, unlike previous work (Hoffart et al.,
2011; Moro et al., 2014b), it does not apply dis-
crete optimization, but continuous optimization on
the normalized sum of all objectives. The disam-
biguation procedure aims to optimize the objective
function by iteratively updating the candidate prob-
abilities for each fragment. As far as verbs are con-
cerned, a feed-forward neural network is trained us-
ing local features such as arguments of the semantic
roles of a verb in a sentence, context words, and the
verb and its lemma.

EBL-Hope (Unsupervised + Sense relevance).
This approach uses a modified version of the Lesk
algorithm and the Jiang & Conrath similarity mea-
sure (Jiang and Conrath, 1997). It validates the out-
put from both techniques for enhanced accuracy and
exploits semantic relations and corpus (SemCor) in-
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formation available in BabelNet and WordNet in an
unsupervised manner.

el92 (Systems mix). This system is a general-
domain system for entity detection and linking. It
does not perform WSD. The system combines, via
a weighted voting, Entity Linking outputs from four
publicly available services: Tagme (Ferragina and
Scaiella, 2010), DBpedia Spotlight (Mendes et al.,
2011), Wikipedia Miner (Milne and Witten, 2008)
and Babelfy (Moro et al., 2014b; Moro et al.,
2014a). The different runs correspond to different
settings in the weighting formula (De La Clergerie
et al., 2008; Fiscus, 1997).

LIMSI (Unsupervised + Sense relevance). The
system performs WSD by taking advantage of the
parallelism of the test data, a feature that was
not exploited by the systems that participated in
the SemEval-2013 Multilingual Word Sense Dis-
ambiguation task 12 (Navigli et al., 2013). The
system needs no training and is applied directly to
the test dataset, nor does it use distributional (con-
text) information. The texts are sentence- and word-
aligned pairwise, and content words are tagged by
their translations in another language. The align-
ments serve to retrieve the BabelNet synsets that are
relevant for each instance of a word in the texts (i.e.,
synsets that contain both the disambiguation target
and its aligned translation). If a Babel synset is re-
tained, this is used to annotate the instance of the
word in the test set. If more than one synset is
retained, these are ranked using the BabelSynset-
Comparator Java class available in the BabelNet API
(please refer to Section 2.5 for a detailed explana-
tion). The highest ranked synset among the ones that
contain the aligned translation is used to annotate the
instance. The system falls back to the BabelNet first
sense (BFS) provided by the BabelSynsetCompara-
tor for instances with no aligned translation, or in
cases where the translation was not found in any of
the synsets available for the word in BabelNet.

SUDOKU (Unsupervised). This deterministic
constraint-based approach relies on a reasonable
degree of “document monosemy” (percentage of
unique monosemous lemmas in a document) and ex-
ploits Personalised PageRank (Agirre et al., 2014)
to select the best candidate. The PPR is started with



a surfing vector biased towards monosemous words
(i.e., their respective sense). Each submission dif-
fers by its imposed constraints: Runl is the plain
approach (Manion and Sainudiin, 2014) applied at
the document level; Run?2 is the iterative version of
the previous approach applied at the document level
and with words disambiguated in order of increasing
polysemy; Run3 is like Run2, but it is first applied
to nouns and then to verbs, adjectives, and adverbs.

TeamUFAL (Unsupervised). This system ex-
ploits Apache Lucene search engine to index
Wikipedia documents, Wiktionary entries and
WordNet senses. Then, to perform disambiguation,
the Lucene ranking method is used to query the
index with multiple queries (consisting of the text
fragment and context words). Finally, all query re-
sults are merged and the disambiguated meaning is
selected thanks to a simple threshold heuristic.

UNIBA (Unsupervised + Sense relevance). This
system® extends two well-known variations of the
Lesk WSD method. The main contribution of the
approach relies on the use of a word similarity
function defined on a distributional semantic space
(Word2vec tool (Mikolov et al., 2013)) to compute
the gloss-context overlap. Entities are identified by
exploiting a list of possible surface forms extracted
from BabelNet synsets. Moreover, each synset has a
prior probability computed over an annotated cor-
pus. For WordNet synsets, SemCor is exploited,
while for Wikipedia entities the number of citations
in Wikipedia internal links is counted.

vua-background (Partially supervised). This
approach exploits the Named Entities contained in
the test data to generate a background corpus. This
is done by finding similar DBpedia entities for the
entities in the input documents. Using this back-
ground corpus, the system tries to find the predomi-
nant sense of the words in the test data (McCarthy et
al., 2004). If a predominant sense is recognized for
a specific lemma, then it is used, otherwise the sys-
tem falls back to the “It Makes Sense” WSD system
(Zhong and Ng, 2010).

3During the evaluation period the system did not return any
annotation for adjectives due to a misinterpretation of the POS
tag set. For full evaluations see the system paper.
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WSD-games (Unsupervised). This approach is
formulated in terms of Evolutionary Game Theory,
where each word to be disambiguated is represented
as a node in a graph and each sense as a class. The
proposed algorithm performs a consistent class as-
signment of senses according to the similarity infor-
mation of each word with the others, so that sim-
ilar words are constrained to similar classes. The
propagation of the information over the graph is for-
mulated in terms of a non-cooperative multi-player
game, where the players are the data points, in or-
der to decide their class memberships, and equilibria
correspond to consistent labeling of the data.

4 Results and Discussion

The results obtained by the participating systems
are shown in Tables 2-6. In Table 2 we show the
precision, recall and F1 scores of the participating
systems that annotated all classes of items (named
entities, nouns, verbs, adverbs, adjectives) over the
whole dataset. Six out of the nine participating
teams annotated the full set of items. We also show
the F1 performance on each considered domain in-
dependently and for different kinds of subsets of the
item classes (i.e., we show the F1 score over all
items, then only on named entities, all open-class
word senses and individually).

4.1 Opverall Performance

From Table 2 we can see that the best system for En-
glish (i.e., LIMSI) is able to obtain a performance
more than five percentage points higher than the
second ranked system. This is due to the good-
quality indirect supervision provided by the align-
ments combined with the use of the BabelSynset-
Comparator. However, on the other two languages
this system obtains lower performance than the other
competing systems. The performance of the SU-
DOKU system is of a particular interest, as it obtains
the second best scores on the English part of the
dataset and the top scores overall on the other two
languages. It exploits monosemous words within
the input documents to run Personalized PageRank.
The three runs differ mainly in respect of the order
in which the words get disambiguated.

In Table 3 we show the F1 scores of all the sys-
tems over the whole dataset for each class of the



EN ES IT
System P R [F1 | P R [ FlL | P R | Fl
LIMSI 68.7 [ 63.1 [ 658 | 479 [ 424 [ 450 | 51.3 | 457 | 484
SUDOKU-Run2 | 62.9 | 60.4 | 61.6 | 59.9 | 54.6 | 57.1 | 59.7 | 54.3 | 56.9
SUDOKU-Run3 | 61.9 | 59.4 | 60.7 | 59.5 | 54.2 | 56.8 | 59.7 | 54.3 | 56.9
vua-background 67.5 | 515 | 584 - - - - - -
SUDOKU-Runl 60.1 [ 52.1 [ 55.8 ] 60.2 [ 52.3 | 56.0 | 64.4 | 55.9 | 59.9
WSD-games-Run2 | 58.8 | 50.0 | 54.1 - - - - -
WSD-games-Runl | 57.4 | 48.9 | 52.8 - - - -
WSD-games-Run3 | 53.5 | 45.4 | 49.1 - - - -
EBL-Hope 484 | 444 ] 463 - - - -
TeamUFAL 40.4 | 36.5 | 383 - - - - - -
| BFS 679 ]67.2[675][389]362]37.5][41.7]388]402 ]
| #items \ 1261 \ 1239 \ 1225 \

Table 2: Precision, Recall and F1 on all domains.

manually annotated items and for each language.
In the English part of the datasets the DFKI sys-
tem performs best for verb, noun and named en-
tity disambiguation, thanks to precomputed random
walks called semantic signatures, along the lines of
Babelfy (Moro et al., 2014b), and supervised tech-
niques. The UNIBA system on the English dataset
obtains the best result on adverbs. Finally, in the
Spanish dataset the EBL-Hope system based on a
combination of a Lesk-based measure together with
the Jiang & Conrath similarity measure shows the
best performance for named entities.

4.2 Domain-based Evaluation

In Tables 4-6 we show the detailed performances
of all the systems over different classes of items,
and on different domains. One of the main goals
of this task is to investigate the performance of dis-
ambiguation methods over different domains. Our
documents derive from the biomedical domain, the
maths and computer domain, and a broader domain
(a document discussing social issues, especially for
elderly workers and possible solutions).

Biomedical domain. In Table 4 we show the per-
formance of the systems on the biomedical docu-
ments. The first thing to notice is the much higher
best score of the first ranked system (i.e., LIMSI),
which attains an F1 score of 71.3%. This is due
to the lower ambiguity of nouns and named enti-
ties (see Table 1) resulting from the greater num-
bers of domain-specific concepts used within this
kind of documents. This can also be seen from
the higher scores obtained by the BFS. Overall, all
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systems obtained a better performance than in the
other domains, with a gain of more than four per-
centage points each. The second ranked system
(i.e., SUDOKU) shows its ability to exploit monose-
mous words obtaining a 0.1 difference from the first
ranked system and a 0.9 point distance from the BFS
baseline. This is of particular interest as the sys-
tem does not explicitly exploit any sense relevance
information. Moreover, the DFKI system obtains
the best scores for nouns and verbs, and is the only
system able to obtain a 100% F1 score on NE dis-
ambiguation. However, several other systems per-
formed above 90%, showing that in this particular
set of documents named entities are easy to disam-
biguate.

On the other two languages the performances are
a little bit lower, but the SUDOKU system confirms
its ability to exploit monosemous words at a qual-
ity comparable to the one obtained in the English
dataset. The LIMSI system, instead, obtains a re-
duction of around 20% due to its exploitation of the
BabelSynsetComparator, which performs badly in
these languages (see the BFS scores).

Maths and computer domain. In Table 5 we
show the results for the maths and computer do-
main. As can be seen in Table 1, this is the most am-
biguous domain and the best systems obtain much
lower performances than in the other domains. In-
terestingly, the DFKI system is not able to achieve
the best performance on any of the considered item
classes, while UNIBA and SUDOKU show the best
results for nouns and verbs. As regards named en-



EN
Named ‘Word Senses
System All | Entities All N \% R A
LIMSI 65.8 829 647] 648 ] 560] 765] 795
SUDOKU-Run2 61.6 87.0 | 599 | 625 496| 704 717
SUDOKU-Run3 60.7 87.0 ] 589 ] 627 460] 717 ] 68.1
vua-background 58.4 149 | 603 | 538 | 552 | 772 | 725
SUDOKU-Runl 55.8 168 | 57.5] 534 522 489 744
WSD-games-Run2 || 54.1 126 | 558 | 514 437 753] 69.9
WSD-games-Runl 52.8 126 | 545] 496 425] 753] 699
WSD-games-Run3 || 49.1 126 507 474 358 741] 64.0
EBL-Hope 463 842 | 438 457 306 765] 578
TeamUFAL 38.3 798| 355| 464 ] 188 458| 2838
DFKI - 88.9 -] 703 577 - -
el92-Runl - 86.1 - - - -
UNIBA-Runl - 84.4 633 | 57.1] 79.0 -
UNIBA-Run2 - 82.9 632 57.1] 79.0 -
UNIBA-Run3 - 82.9 -] 632 571 790 -
el92-Run3 - 79.7 - - - - -
el92-Run2 - 79.2 - - - - -
BFS [ 675] 87] 663] 667 551] 82.1] 825]
ES
Named Word Senses
System All | Entities All N v R A
SUDOKU-Run2 57.1 369 580] 563 556] 61.9] 6l.1
SUDOKU-Run3 56.8 369 577] 549 579] 603 ] 615
SUDOKU-Runl 56.0 174 576 | 540 | 564 | 614 62.0
LIMSI 45.0 308 456 | 483 | 286] 64.6 | 497
EBL-Hope - 70.8 - 482 - - -
[ BFS [ 375] 370] 376] 406] 198] 551] 462 ]
IT
Named ‘Word Senses
System All ‘ Entities ‘ Al] N| V| R| A
SUDOKU-Runl 59.9 217] 61.3] 566 ] 627] 625] 683
SUDOKU-Run3 56.9 549 | 57.0] 563 515 57.1] 658
SUDOKU-Run2 56.9 549 | 57.0] 541] 609 61.2] 62.0
LIMSI 484 465 484 439 442 560| 69.6
UNIBA-Run3 - 50.0 -] 537 61.1] 60.0 -
UNIBA-Run2 - 48.5 538 | 61.1] 60.0 -
UNIBA-Runl B 48.5 53.7] 61.1] 60.0 -
EBL-Hope - 48.5 -] 388 - - -
[ BFS [ 402] 500] 39.8] 354] 383] 480] 610

Table 3: F1 performance by item class and language on
all domains.

tities, the system EBL-Hope obtains the best results
in all languages. This system, in addition to exploit-
ing a Lesk-based measure combined with the Jiang
& Conrath similarity measure, uses the BabelNet se-
mantic relations, which have already been shown to
be useful for attaining state-of-the-art performances
in EL (Moro et al., 2014b). Interestingly, in the Ital-
ian dataset the system UNIBA (which is based on
an extended version of the Lesk measure and a se-
mantic relatedness measure) obtains the same per-
formance for NE as the EBL-Hope system.

Social issues domain. In Table 6 we show the per-
formance on our last domain. In this social issues
domain DFKI confirms its quality on disambiguat-
ing nouns and named entities, while for verbs the
best system is vua-background, which is based on
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EN
Named ‘Word Senses
System All | Entities All N \% R A
LIMSI 71.3 989 ] 689 765] 506 775] 750
SUDOKU-Run3 71.2 989 | 688 758 | 506 753| 778
SUDOKU-Run2 68.9 989 | 664 | 719 473| 779 | 833
vua-background 63.6 4.1 66.4 | 62.7 538 | 769 | 714
SUDOKU-Runl 62.4 41] 650] 628 ] 525| 507 | 823
WSD-games-Run2 || 58.4 41] 60.8] 558 | 458 80.0| 79.2
WSD-games-Runl 56.3 41] 586 522 458 800 792
WSD-games-Run3 54.4 4.1 56.6 | 54.1 350 | 725| 778
EBL-Hope 52.0 989 | 480 541 282 80.0| 653
TeamUFAL 45.6 935 | 416 572 186 397 | 309
DFKI - | 100.0 -] 791 | 583 - -
UNIBA-Run3 E 98.9 721 523 80.0 E
UNIBA-Runl - 98.9 719 | 523 80.0 -
UNIBA-Run2 - 98.9 -] 719 5237 80.0 -
el92-Runl - 90.9 - - - - -
el92-Run2 - 81.5 - - - - -
el92-Run3 - 81.5 - - - - B
BFS [ 721] 989 699] 753 525] 829 819 ]
ES
Named Word Senses
System All | Entities All N \% R A
SUDOKU-Runl 62.7 83[ 651 655 543[ 657 62.1
SUDOKU-Run3 62.6 122 647 643 567 526| 712
SUDOKU-Run2 60.8 122 629] 645] 512 526| 632
LIMSI 51.0 122 527 596| 283 597 | 407
EBL-Hope - 71.3 - 59.6 - - -
[ BFS [ 437] 1227] 451] 517] 205] 494] 39.0 ]
IT
Named ‘Word Senses
System All ‘ Entities ‘ Al] N| V| R| A
SUDOKU-Runl 65.1 105] 67.0] 659] 642 480 643
SUDOKU-Run3 61.4 286 | 627 | 623 | 523 | 480 70.6
SUDOKU-Run2 58.8 286 | 60.0| 567 | 615 56.0 | 64.7
LIMSI 53.1 244 541 542 4227 385 635
UNIBA-Run3 - 28.6 -] 624 636 462 -
UNIBA-Runl - 24.4 622 636 462 -
UNIBA-Run2 B 24.4 622 63.6] 462 B
EBL-Hope - 24.4 -] 505 - - B
[ BFS [ 443] 286 449] 433] 387] 385] 5638

Table 4: F1 performance by item class and language on
biomedical domain.

the predominant sense algorithm (McCarthy et al.,
2004) and, as a fallback routine, on the “It Makes
Sense” supervised WSD system (Zhong and Ng,
2010). For the other two languages the SUDOKU
system obtains the best scores, with the exception
of adverbs in the Italian dataset where the UNIBA
system is able to reach an F1 score of 100%.

5 Conclusion and Future Directions

In this paper we described the organization and re-
sults obtained within the SemEval 2015 task 13:
Multilingual Word Sense Disambiguation. Our anal-
ysis of the results revealed interesting aspects of the
integration of WSD and EL tasks, such as the effec-
tiveness of techniques like semantic signatures, PPR
and similarity measures for noun and named entity



EN
Named ‘Word Senses
System All | Entities All N \% R A
LIMSI 54.1 571 539 393 594 71.7] 90.0
SUDOKU-Run2 53.2 563 | 53.1| 514 49.1| 566| 675
SUDOKU-Run3 494 563 | 49.1| 489 | 423| 642 5715
EBL-Hope 41.7 743 | 398 | 425| 286 679 | 500
TeamUFAL 29.8 545 284 358 126 378 392
el92-Runl - 70.6 - - - - -
el92-Run3 E 66.7 - E - - E
el92-Run2 - 64.7 - - - - -
DFKI - 57.1 S| 449 523 - -
UNIBA-Runl - 57.1 -] 441 606 | 755 -
UNIBA-Run2 - 57.1 41| 60.6 | 755 -
UNIBA-Run3 E 57.1 -] 441 606 | 755 E
WSD-games-Run2 - -| 485 396 | 377 | 642 800
vua-background - 4771 305 | 497 | 70.6 | 73.0
WSD-games-Runl - 474 396| 343 642 80.0
SUDOKU-Runl B 447 285 514 520 750
‘WSD-games-Run3 - -| 434 362 | 354 | 679 | 582
BFS [ 553] 57.1] 552] 43.6] 557] 77.8] 875 ]
ES
Named Word Senses
System All | Entities All N v R A
SUDOKU-Run2 49.7 500 497 424 609 667 ] 44.1
SUDOKU-Run3 48.4 500 | 483 | 392 587 667 | 529
SUDOKU-Runl 44.2 -] 459 320 587| 560 529
LIMSI 34.8 563 | 336 322 272 815| 47.1
EBL-Hope - 68.8 -| 454 - - -
[ BFS [ 287] 625] 268[ 271 163] 741] 500 ]
IT
Named ‘Word Senses
System All ‘ Entities ‘ Al] N| V| R| A
SUDOKU-Run2 52.1 686] 511 46.6] 590 66.7] 585
SUDOKU-Run3 49.1 68.6| 479 430| 53.0| 667 | 634
SUDOKU-Runl 48.4 -] 505] 358 60.2| 66.7| 70.7
LIMSI 44.6 649 | 433 334 458 | 66.7 | 854
UNIBA-Runl B 75.7 -] 434 578] 500 -
UNIBA-Run2 - 75.7 434 578 50.0 -
UNIBA-Run3 B 75.7 422 578 | 500 -
EBL-Hope - 75.7 HEA! - - B
[ BFS [ 367] 649] 348] 274] 373] 66.7] 707 |

Table 5: F1 performance by item class and language on
maths and computer domain.

disambiguation, and Lesk-based measures for verb,
adjective and adverb disambiguation. Another inter-
esting outcome that emerges from this task is that
supervised approaches are difficult to generalize in
a multilingual setting. In fact, the supervised sys-
tems that participated in this task took into account
only the English language. Moreover, the task con-
firms yet again that the WordNet first sense heuristic
is a hard baseline to beat. Unfortunately, no domain-
specific disambiguation system participated in the
task. However, in the biomedical domain, the par-
ticipating systems show higher quality performances
than in the other considered domains.

As future directions, we would like to continue to
investigate the nature of this novel joint task, and to
concentrate on the differences between named entity
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EN
Named ‘Word Senses
System All | Entities All N \% R A
LIMSI 67.2 545] 617] 637] 636 88| 778
vua-background 60.8 545 61.1 548 | 70.6 | 89.7 | 653
SUDOKU-Runl 56.4 609 | 562 564 | 529 364 | 636
SUDOKU-Run2 55.6 815 | 545| 528 | 568 | 759 593
WSD-games-Runl 53.5 455] 538 53.0| 500 88| 500
WSD-games-Run2 || 53.5 455] 538 | 53.0| 500 88| 500
SUDOKU-Run3 51.1 815 | 497 | 482 409 759 63.0
WSD-games-Run3 46.7 455 | 467 | 442 | 386 | 89.7| 50.0
EBL-Hope 39.5 36.4 | 396 | 31.5] 409| 828 537
TeamUFAL 325 642 310 336| 31.8| 724 184
DFKI - 90.3 - | 734 667 - -
el92-Runl E 89.7 - E - - E
el92-Run2 - 89.7 - - - - -
el92-Run3 - 89.7 - - - - -
UNIBA-Runl - 66.7 630 | 636 88 -
UNIBA-Run2 B 54.5 623 ] 636 88 -
UNIBA-Run3 - 54.5 -] 619 636 828 B
BFS [ 7087 774 705] 692 614] 87.5] 796 |
ES
Named Word Senses
System All | Entities All N v R A
SUDOKU-Run2 57.0 692 565] 51.6] 575| 87.0] 70.0
SUDOKU-Runl 542 522 543 497 5715| 526| 68.0
SUDOKU-Run3 533 69.2| 525| 495| 598 | 783 | 56.0
LIMSI 43.1 348 | 435] 393 ] 322| 609 62.0
EBL-Hope - 522 - 266 - - -
[ BFS [ 340] 51971 331] 302] 250 522] 520]
IT
Named ‘Word Senses
System All ‘ Entities ‘ Al] N| V| R| A
SUDOKU-Runl 61.0 636] 609 560] 634 909 72.4
SUDOKU-Run2 57.9 80.0 | 569 | 556| 634 667 | 60.3
SUDOKU-Run3 55.8 80.0 | 547 | 561 | 463 | 667 | 60.3
LIMSI 42.9 571 424 331| 463 | 833| 672
UNIBA-Run3 - 47.6 -] 471 61.0] 100.0 -
UNIBA-Run2 - 47.6 467 | 61.0 | 100.0 -
UNIBA-Runl B 47.6 463 | 61.0 | 100.0 -
EBL-Hope - 47.6 -] 167 - - B
[ BFS [ 357] 640] 345] 270 39.0] 50.0] 603 |

Table 6: F1 performance by item class and language on
social issues domain.

disambiguation and word sense disambiguation with
a special focus on non-European languages.
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