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Abstract

The field of compositional distributional
semantics has proposed very interesting
and reliable models for accounting the
distributional meaning of simple phrases.
These models however tend to disregard
the syntactic structures when they are ap-
plied to larger sentences. In this paper we
propose the chunk-based smoothed tree
kernels (CSTKs) as a way to exploit the
syntactic structures as well as the reliabil-
ity of these compositional models for sim-
ple phrases. We experiment with the rec-
ognizing textual entailment datasets. Our
experiments show that our CSTKs per-
form better than basic compositional dis-
tributional semantic models (CDSMs) re-
cursively applied at the sentence level, and
also better than syntactic tree kernels.

1 Introduction

A clear interaction between syntactic and semantic
interpretations for sentences is important for many
high-level NLP tasks, such as question-answering,
textual entailment recognition, and semantic tex-
tual similarity. Systems and models for these tasks
often use classifiers or regressors that exploit con-
volution kernels (Haussler, 1999) to model both
interpretations.

Convolution kernels are naturally defined on
spaces where there exists a similarity function be-
tween terminal nodes. This feature has been used
to integrate distributional semantics within tree
kernels. This class of kernels is often referred to as
smoothed tree kernels (Mehdad et al., 2010; Croce
et al., 2011), yet, these models only use distribu-
tional vectors for words.

Compositional distributional semantics models
(CDSMs) on the other hand are functions map-
ping text fragments to vectors (or higher-order ten-
sors) which then provide a distributional meaning
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for simple phrases or sentences. Many CDSMs
have been proposed for simple phrases like non-
recursive noun phrases or verbal phrases (Mitchell
and Lapata, 2008; Baroni and Zamparelli, 2010;
Clark et al., 2008; Grefenstette and Sadrzadeh,
2011; Zanzotto et al., 2010). Non-recursive
phrases are often referred to as chunks (Abney,
1996), and thus, CDSMs are good and reliable
models for chunks.

In this paper, we present the chunk-based
smoothed tree kernels (CSTK) as a way to merge
the two approaches: the smoothed tree kernels
and the models for compositional distributional se-
mantics. Our approach overcomes the limitation
of the smoothed tree kernels which only use vec-
tors for words by exploiting reliable CDSMs over
chunks. CSTKs are defined over a chunk-based
syntactic subtrees where terminal nodes are words
or word sequences. We experimented with CSTKs
on data from the recognizing textual entailment
challenge (Dagan et al., 2006) and we compared
our CSTKs with other standard tree kernels and
standard recursive CDSMs. Experiments show
that our CSTKs perform better than basic compo-
sitional distributional semantic models (CDSMs)
recursively applied at the sentence level and better
than syntactic tree kernels.

The rest of the paper is organized as follows.
Section 2 describes the CSTKs. Section 3 re-
ports on the experimental setting and on the re-
sults. Finally, Section 4 draws the conclusions and
sketches the future work.

2 Chunk-based Smoothed Tree Kernels

This section describes the new class of kernels.
We first introduce the notion of the chunk-based
syntactic subtree. Then, we describe the recursive
formulation of the class of kernels. Finally, we in-
troduce the basic CDSMs we use and we introduce
two instances of the class of kernels.
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2.1 Notation and preliminaries

S
/\
NP VP
/\ /\
DT NN NN  VBZ NP

\ \ \ | _— T
the:d rock:n band:n holds:v PRP 1 NN

its:p  final:;j concert:n

Figure 1: Sample Syntactic Tree

A Chunk-based Syntactic Sub-Tree is a subtree
of a syntactic tree where each non-terminal node
dominating a contiguous word sequence is col-
lapsed into a chunk and, as usual in chunks (Ab-
ney, 1996), the internal structure is disregarded.
For example, Figure 2 reports some chunk-based
syntactic subtrees of the tree in Figure 1. Chunks
are represented with a pre-terminal node dominat-
ing a triangle that covers a word sequence. The
first subtree represents the chunk covering the sec-
ond NP and the node dominates the word sequence
its:d final:n concert:n. The second subtree repre-
sents the structure of the whole sentence and one
chunk, that is the first NP dominating the word
sequence the:d rock:n band:n. The third subtree
again represents the structure of the whole sen-
tence split into two chunks without the verb.

NP S
/\
its:p final:j concert:n NP VP
A /\
the:d rock:n band:n VBZ NP
S
/\
NP VP
— /\
the:d rock:j band:n VBZ NP

its:p final:j concert:n

Figure 2: Some Chunk-based Syntactic Sub-Trees
of the tree in Figure 1

In the following sections, generic trees are de-
noted with the letter ¢ and N (¢) denotes the set of
non-terminal nodes of tree t. Each non-terminal
node n € N (t) has a label s,, representing its syn-
tactic tag. As usual for constituency-based parse
trees, pre-terminal nodes are nodes that have a sin-
gle terminal node as child. Terminal nodes of trees
are words denoted with w:pos where w is the ac-
tual token and pos is its postag. The structure of
these trees is represented as follows. Given a tree

t, ¢;(n) denotes i-th child of a node n in the set of
nodes N (t). The production rule headed in node
n is prod(n), that is, given the node n with m chil-
dren, prod(n) is:

prod(n) = Sy — S¢ (n) - - - Sem(n)

Finally, for a node n in N(t), the function d(n)
generates the word sequence dominated by the
non-terminal node n in the tree . For example,
d(VP) in Figure 1 is holds:v its:p final:j concert:n.

Chunk-based Syntactic Sub-Trees (CSSTs) are
instead denoted with the letter 7. Differently
from trees ¢, CSSTs have terminal nodes that
can represent subsequences of words of the
original sentence. The explicit syntactic structure
of a CSST is the structure not falling in chunks
and it is represented as s(7). For example, s(73) is:

NP VP

RN
VBZ NP

where 73 is the third subtree of Figure 2.

Given a tree t, the set S(¢) is defined as the set
containing all the relevant CSSTs of the tree t.
As for the tree kernels (Collins and Duffy, 2002),
the set S(¢) contains all CSSTs derived from the
subtrees of ¢ such that if a node n belongs to a
subtree t, all the siblings of n in ¢ belongs to ¢;.
In other words, productions of the initial subtrees
are complete. A CSST is obtained by collapsing
in a single terminal nodes a contiguous sequence
of words dominated by a single non-terminal
node. For example:

NP

/\
DT NN

/\
NN NN

rock:n band:n

is collapsed into:

NP
/\
DT NN:X
rock:n band:n

Finally, w, € R™ represent the distributional
vectors for words wy, and f(wy ... wy) represents
a compositional distributional semantics model
applied to the word sequence wy . .. wg.



2.2 Smoothed Tree Kernels on Chunk-based
Syntactic Trees

As usual, a tree kernel, although written in a re-
cursive way, computes the following general equa-
tion:

ANGIHNG| ¢ (7., 7,)

K(ty )= )

T € S(tl)
Tj € S(tz)

(D
In our case, the basic similarity Kp(t;,t;) is de-
fined to take into account the syntactic structure
and the distributional semantic part. Thus, we de-
fine it as follows in line with what done with sev-
eral other smoothed tree kernels:

Kp(ri,m) = 6(s(m),s(7)) [

where 0(s(7;),s(7;)) is the Kroneker’s delta
function between the the structural part of two
chunk-based syntactic subtrees, PT(7) are the
nodes in 7 directly covering a chunk or a word,
and (z,y) is the cosine similarity between the
two vectors « and 5 For example, given the
chunk-based subtree 73 in Figure 2 and

S
/\

NP A%

A /\
the:d orchestra:n VBZ NP

—_

its:p show:n

T4 =

the similarity Kp(73,74) is:
(f(the:d orchestra:n), f(the:d rock:n band:n))
(f(its:p show:n), f(its:p final:j concert:n)).

The recursive formulation of the Chunk-based
Smoothed Tree Kernel (CSTK) is a bit more com-
plex but very similar to the recursive formulation
of the syntactic tree kernels:

K(ti,tg) = >

ny € N(t1)
na € N(t2)

C(ni,n2) (2

where C'(ny,ns) =

(f(d(n1)), f(d(ng))) if label(ny) = label(ns)
and prod(n) # prod(ng)
((())(ﬂm»)

TG+ Olejm), ¢5(n2))
—HmmN((%WM)ﬂﬂ%mﬂm
if ny1, no are not pre-terminals and
prod(ny) = prod(nz)

\0 otherwise

where nc(ni) is the lenght of the production
prod(n1).

2.3 Compositional Distributional Semantic
Models and two Specific CSTKs

To define specific CSTKSs, we need to introduce
the basic compositional distributional semantic
models (CDSMs). We use two CDSMs: the Ba-
sic Additive model (BA) and teh Full Additive
model (FA). We thus define two specific CSTKs:
the CSTK+BA that is based on the basic additive
model and the CSTK+FA that is based on the full
additive model. We describe the two CDSMs in
the following.

The Basic Additive model (BA) (introduced in
(Mitchell and Lapata, 2008)) computes the disti-
butional semantics vector of a pair of words a =
aia9 as:

ADD(ay, a) = aay + fa

where « and (§ weight the first and the second
word of the pair. The basic additive model for
word sequences s = wy ... wg is recursively de-
fined as follows:

i
fpals) = {04171 + Bfpa(w

ifk=1
..wk) ifk>1

The Full Additive model (FA) (used in (Gue-
vara, 2010) for adjective-noun pairs and (Zanzotto
et al., 2010) for three different syntactic relations)
computes the compositional vector aofa pair us-
ing two linear tranformations Ar and Bp respec-
tively applied to the vectors of the first and the
second word. These matrices generally only de-
pends on the syntactic relation R that links those
two words. The operation follows:

fFA(Cll,CLQ,R) = ARCL_i + BROB



RR RRTWS
RTE1 RTE2 RTE3 RTES | Average | RTE1 RTE2 RTE3 RTES | Average
Add 0.541 0.496 0.507 0.520 0.516 0.560 0.538 0.643 0.578 0.579
FullAdd 0.512 0.516 0.507 0.569 0.526 0.571 0.608 0.643 0.643 0.616
TK 0.561  0.552  0.531 0.54 0.546 0.608 0.627 0.648 0.630 0.628
CSTK+BA | 0.553 0.545 0.562  0.568 0.557" 0.626 0.616 0.648 0.628 0.6297
CSTK+FA | 0.543 0.550 0.574 0.576 0.560" 0.628 0.616 0.652 0.630 0.6317

Table 1: Task-based analysis: Accuracy on Recognizing Textual Entailment (1 is different from both ADD and

FullADD with a stat.sig. of p > 0.1.)

The full additive model for word sequences s =
wy . . . Wy, whose node has a production rule s —
S¢y - -+ Se,, 18 also defined recursively:

—

w1
Avnv + anfFA(NP)
ifs -V NP

AanA + BaanA(N)
ifs— AN

E fFA (SC¢>

where A, By, are matrices used for verb and

noun phrase interaction, and A,,, By, are used for
adjective, noun interaction.

ifk=1

fra(s) =

otherwise

3 Experimental Investigation

3.1 Experimental set-up

We experimented with the Recognizing Textual
Entailment datasets (RTE) (Dagan et al., 2006).
RTE is the task of deciding whether a long text
T entails a shorter text, typically a single sen-
tence, called hypothesis H. It has been often seen
as a classification task (see (Dagan et al., 2013)).
We used four datasets: RTE1, RTE2, RTE3, and
RTES, with the standard split between training and
testing. The dev/test distribution for RTE1-3, and
RTES is respectively 567/800, 800/800, 800/800,
and 600/600 T-H pairs.

Distributional ~vectors are derived with
DISSECT (Dinu et al.,, 2013) from a cor-
pus obtained by the concatenation of ukWaC
(wacky.sslmit.unibo.it), a mid-2009 dump of the
English Wikipedia (en.wikipedia.org) and the
British National Corpus (www.natcorp.ox.ac.uk),
for a total of about 2.8 billion words. We collected
a 35K-by-35K matrix by counting co-occurrence
of the 30K most frequent content lemmas in
the corpus (nouns, adjectives and verbs) and all
the content lemmas occurring in the datasets
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within a 3 word window. The raw count vectors
were transformed into positive Pointwise Mutual
Information scores and reduced to 300 dimensions
by Singular Value Decomposition. This setup was
picked without tuning, as we found it effective in
previous, unrelated experiments.

We built the matrices for the full additive mod-
els using the procedure described in (Guevara,
2010). We considered only two relations: the
Adjective-Noun and Verb-Noun. The full addi-
tive model falls back to the basic additional model
when syntactic relations are different from these
two.

To build the final kernel to learn the clas-
sifier, we followed standard approaches (Dagan
et al., 2013), that is, we exploited two models:
a model with only a rewrite rule feature space
(RR) and a model with the previous space along
with a token-level similarity feature (RRTWS).
The two models use our CSTKs and the stan-
dard TKs in the following way as kernel func-
tions: (1) RR(p1,p2) = r(t4,t%) + w(t8,15);
(2) RRTWS(p1,p2) = w(t,13) + w(t},3) +
(TWS(al, bl) . TWS(CLQ, bg) + 1)2 where TW .S
is a weighted token similarity (as in (Corley and
Mihalcea, 2005)).

3.2 Results

Table 1 shows the results of the experiments, the
table is organised as follows: columns 2-6 re-
port the accuracy of the RTE systems based on
rewrite rules (RR) and columns 7-11 report the ac-
curacies of RR systems along with token similar-
ity (RRTS). We compare five differente models:
ADD is the Basic Additive model with parameters
«a = 3 =1 (as defined in 2.3) applied to the words
of the sentence (without considering its tree struc-
ture), the same is done for the Full Additive (Ful-
1ADD), defined as in 2.3. The Tree Kernel (TK) as
defined in (Collins and Dufty, 2002) are applied to



the constituency-based tree representation of the
tree, without the intervening collapsing step de-
scribed in 2.2. These three models are the base-
line against which we compare the CSTK models
where the collapsing procedure is done via Basic
Additive (CSTK + BA, again withaw = = 1) and
FullAdditive (CSTK + FA), as described in sec-
tion 2.2, again, with the aforementioned restric-
tion on the relation considered. For RR models we
have that CSTK+BA and CSTK+FA both achieve
higher accuracy than ADD and FullAdd, with a
statistical significante greater than 93.7%, as com-
puted with the sign test. Specifically we have that
CSTK+BA has an average accuracy 7.94% higher
than ADD and 5.89% higher than FullADD, while
CSTK+FA improves on ADD and FullADD by
8.52% and 6.46%), respectively. The same trend is
visible for the RRTS model, again both models are
statistically better than ADD and FullADD, in this
case we have that CSTK+BA is 8.63% more ac-
curate then ADD and 2.11% more than FullADD,
CSTK+FA is respectively 8.98% and 2.43% more
accurate than ADD and FullADD. As for the TK
models we have that both CSTK models achieve
again an higher average accuracy: for RR models
CSTK+BA and CSTK+FA are respectively 2.01%
and 0.15% better than TK, while for RRTS models
the number are 2.54% and 0.47%. These results
though are not statistically significant, as is the
difference between the two CSTK models them-
selves.

4 Conclusions and Future Work

In this paper, we introduced a novel sub-class
of the convolution kernels in order exploit reli-
able compositional distributional semantic mod-
els along with the syntactic structure of sen-
tences. Experiments show that this novel sub-
class, namely, the Chunk-based Smoothed Tree
Kernels (CSTKs), are a promising solution, per-
forming significantly better than a naive recursive
application of the compositional distributional se-
mantic models. We experimented with CSTKS
equipped with the basic additive and the full addi-
tive CDSMs but these kernels are definitely open
to all the CDSMs.
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