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Abstract

State-of-the-art machine reading compre-
hension models are capable of producing
answers for factual questions about a given
piece of text. However, some type of
questions requires commonsense knowl-
edge which cannot be inferred from the
given text passage. Thus, external seman-
tic information could enhance the perfor-
mance of these models. This PhD re-
search proposal provides a brief overview
of some existing machine reading compre-
hension datasets and models and outlines
possible ways of their improvement.

1 Introduction

Machine reading comprehension (MRC) is one of
the well-studied problems in artificial intelligence.
This problem can be defined as a problem of cre-
ating an algorithm, which can understand the con-
tent of a given text in natural language, which is
used by humans to communicate with each other.
There is no formal way to define the quality of un-
derstanding. One of the most popular approaches
to measure the understanding is the assess the abil-
ity to answer the questions about the given text,
hence the problem of machine reading compre-
hension is closely related to the question answer-
ing problem and these concepts are often used as
synonyms.

Question answering is a vital component of
many real-world systems. More accurate answers
to questions on the text, will improve the perfor-
mance of intelligent assistants and search engines
on the Internet or corporate knowledge bases.

There exist many datasets used to assess ques-
tion answering models which contain texts and
questions about its contents. This could be ei-
ther multiple choice questions (Richardson, 2013),

cloze-style questions, which require filling in the
gap in the question definition (Hermann et al.,
2015) or open questions, where the answer is a
named entity from the context (Rajpurkar et al.,
2018).

State-of-the-art question answering models per-
form fairly well for factual questions when the
answer is clearly stated in the text but they fail
to achieve comparable performance on questions
which require common sense inference. This type
of questions is often simple for humans but can
be challenging for an algorithm because an an-
swer cannot be derived without external knowl-
edge about semantic relationships of entities de-
scribed in the given text. Examples of such ques-
tions are demonstrated in the next section.

2 QA Datasets that Require
Commonsense Knowledge

A well-known problem for commonsense evalu-
ation is the Winograd Schema Challenge (WSC)
(Levesque, 2011). The schema of the text passages
and questions is based on co-reference resolution.
The first part of the text mentions two entities,
while the second part contains a pronoun or a pos-
sessive adjective which refer to any of the intro-
duced entities. To illustrate the problem, consider
the following question from the WSC dataset:

Sam pulled up a chair to the piano, but it
was broken, so he had to stand instead.
What was broken?
• The chair (correct answer)
• The piano

The original dataset for the problem is very
small, it contains only 150 schemas, as the new
samples must be thoroughly handcrafted by hu-
mans. The most recent version consists of 285
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schemas. This task remains difficult for models,
state-of-the-art approach reports only 71.06% suc-
cess rate for the problem (Prakash et al., 2019).

A more recent dataset for machine reading com-
prehension with commonsense knowledge is MC-
Script (Ostermann et al., 2018). It contains around
2100 scripts (narrative texts describing everyday
activities) and approx. 14000 questions, written by
crowdsourced workers Authors estimate that com-
monsense reasoning is required to answer 27.4%
of questions.

More large-scale dataset was introduced by
Zhang et al. (2018). Authors designed a mul-
tistage procedure to generate passage-question-
answer triplets from CNN/Daily Mail dataset
and Internet Archive which included performed
automatic filtering of the triplets, leaving only
those, which were unanswerable by the competi-
tive MRC model, and further manual human filter-
ing resulting in 120000 cloze-form questions. Au-
thors analyzed a sample of resulting passages and
questions and concluded, that automatic filtering
allowed to exclude most of the questions, which
could be answered with paraphrasing, while hu-
man filtering excluded ambiguous questions. 75%
of sampled questions required commonsense rea-
soning or multisentence inference to obtain an an-
swer.

A scalable approach for commonsence ques-
tion generation and a new dataset, which con-
sists from more than 12000 multiple-choice ques-
tions, was recently introduced by Talmor et al.
(2019). In this dataset, questions are based on ex-
tracted subgraphs from ConceptNet. Given an ex-
tracted source concept and three target concepts,
connected with the source by the same relation,
crowdsourcers were asked to write three ques-
tions, that contain source concept and have only
one of the target concepts as an answer. At the
next stage, two more answer choices are added, to
make the problem more challenging.

Below is an example question from Common-
senseQA:

Where would I not want a fox?
• hen house (correct answer)
• england
• mountains
• english hunt
• california

Authors also performed multiple experimental

evaluations and showed, that current state-of-the-
art models are far away from human performance
on this dataset.

3 Existing Approaches

Modern approaches to question answering prob-
lem mostly rely on deep neural networks. More
specifically, they often use recurrent neural net-
works (RNNs), a special type of networks, which
process input sequentially. In such networks, the
result of the processing of previous input affects
the consecutive outputs. One limitation of this
architecture is that the state is updated on each
timestep, so it is hard to keep track of long-range
dependencies. This happens because of the van-
ishing gradient problem. To address this issue a
modification of recurrent layer called Long Short-
Term Memory (LSTM) was introduced (Hochre-
iter and Schmidhuber, 1997). In this type of layer,
there is an additional path to carry data flow (carry
flow) through time steps, which is capable of cap-
turing long-range dependencies. Another possi-
ble improvement of RNN architecture, frequently
used in NLP models, is the simultaneous process-
ing of input sequence in s forward and backward
direction, which is done in bi-directional RNNs
(Schuster and Paliwal, 1997). The same trick
can be applied to LSTM (BiLSTM) (Graves and
Schmidhuber, 2005).

A standard component of deep neural networks
in the whole natural language processing domain
are embeddings. They are used to transform words
into low-dimensional dense real-valued vector
representation which can be easily used as an input
for any type of neural network. There are several
standard embeddings pre-trained on large text cor-
pora, like Word2Vec (Mikolov et al., 2013), GloVe
(Pennington et al., 2014), or FastText (Bojanowski
et al., 2017), and most of the question answering
models use one of the available implementations.

The rest of this section describes several ar-
chitectures of the most important approaches for
question answering problem. The architectures
under consideration both use and do not use the
external semantic information.

3.1 RNN-Based Models

BiDAF (Bi-Directional Attention Flow) was pro-
posed by Seo et al. (2017). In this architecture,
embeddings are calculated using the input data
(pair context and question) both at the word level
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and at the character level (using the convolutional
network char-CNN). Embeddings vectors are fed
as an input to BiLSTM, the context and the ques-
tion use layers that are not interconnected. Then,
the attention mechanism is applied to the activa-
tions of these layers (it is proposed to use it in two
directions from the context to the question and
vice versa) and the result passes through one com-
mon two-layer BiLSTM and the final layer forms
the answer.

One notable model for machine reading com-
prehension is DAANet (Xiao et al., 2018). This
architecture does not use any external semantic in-
formation. However, the dual learning objective of
this model deserves attention. Instead of training
the model with a single task to answer the ques-
tion, the authors proposed a way to simultaneously
train the network to generate a question using the
answer and generate the answer using the ques-
tion.

3.2 Pre-Trained Language Models

Nowadays, the best results in many datasets are
achieved by universal deep pre-trained language
models that are fine-tuned for a specific task.

The common limitation of the models, which
use Word2Vec, GloVe, FasText or similar embed-
dings is the static nature of word vectors obtained
by such embeddings. The word vector values are
the same, regardless of the context, and thus, these
embeddings are not capable of capturing poly-
semy. At the same time, embeddings, obtained
with language models, overcome this issue, they
produce different vectors for words in different
contexts.

One of the best models in this category is Bidi-
rectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2019). The main
innovation of this model is the training method, in
which, unlike the usual approach to learning lan-
guage models (when the objective is to predict the
next word), the network learned to predict a ran-
domly chosen masked word in a phrase and thus
learned the representation of the surrounding con-
text of the word.

Another deep language model also based on
transformer architecture (Vaswani et al., 2017) is
GPT-2 (Radford et al., 2019). While BERT was
originally trained on BooksCorpus and English
Wikipedia, GPT-2 was trained on a more diverse
set of Internet texts. It also has much more train-

able parameters (1.5B in the largest unreleased
version vs. 340M in the BERT-large). Authors
claim that GPT-2 achieves state-of-the-art results
on several NLP tasks, including the Winograd
Schema Challenge.

3.3 Adding Commonsense to Models

When it comes to enrichment of models with com-
monsense knowledge, semantic networks are the
number one choice. One of the largest seman-
tic networks is ConceptNet (Speer et al., 2017),
where one can find a vocabularies of concepts
in multiple languages, which are interconnected
by 34 relations, forming a graph with 34 million
edges.

A few attempts to add external semantic in-
formation are found in the works of Wang et al.
(2018) and González et al. (2018). which use in-
formation from ConceptNet. Wang et al. (2018)
propose the model, which is similar to BiDAF
with the only exception that the embeddings of
words and features from context, question and an-
swer are also considered, then they pass through
separate BiLSTM layers and their activations are
aggregated with attention. In the features of the
model, which are counted for context, there is a
place for a vector of 10 values, encoding the rela-
tion of a word and any of the words in a question
or answer (the fact that there is an edge in Con-
ceptNet). If there are several such relations, one is
chosen randomly.

An approach of González et al. (2018) is the
replacement of standard embeddings with Num-
berBatch semantic vectors, trained using connec-
tions from ConceptNet. As far as embeddings
are a standard component of deep neural networks
in natural language processing domain, this ap-
proach of embeddings replacement allows enrich-
ing a great variety of neural network-based mod-
els with external semantic information, contained
in word representation.

The missing knowledge can be extracted not
only from knowledge graphs, but also from the
text repositories. One possible technique is the
knowledge hunting. In case of co-reference res-
olution problem like in WSC, knowledge hunt-
ing would consist in finding the similar piece of
text, which does not have ambiguity in referencing
mentioned entities. This method have been suc-
cessfully applied to WSC by Prakash et al. (2019).
Authors combined a two-stage knowledge hunting
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procedure with the outputs of a neural language
model using a probabilistic soft logic, and it cur-
rently achieves state-of-the art results in this chal-
lenge.

4 Discussion

We have seen so far, that even enormous pre-
trained deep language models cannot pick up the
ability to reason about the text, even when trained
on large and diverse corpora, so the improve-
ment of methods of extraction and representation
of commonsense knowledge in neural networks is
one of the directions of my PhD research.

The idea from DAANet (Xiao et al., 2018)
could be used in a modified version of such model,
which can simultaneously produce a query to a se-
mantic network (i.e question about the text) and
an answer to a given target question. This ap-
proach could be a possible solution to the problem
of defining relevant external information for ques-
tion answering algorithm.

The improvement of extraction and representa-
tion of commonsense knowledge is only one as-
pect of the work. So far we have explored the
datasets and models for English language, which
has enormous amount of labeled and unlabeled re-
sources. Other languages have much less available
resources for training. Another difficulty arises,
when the same models are being applied to more
agglutinative languages, which require morpho-
logical disambiguation, like Russian. The adap-
tation of existing models to Russian is another di-
rection of my work.

Deep pre-trained language models can be
trained in multilingual setting, and, for example,
BERT nominally supports Russian. However, the
monolingual model outperforms multilingual ver-
sion (Devlin et al., 2019). It has been shown, that
multilingual model can be a good initialization for
finetuning of monolingual version of the model
(Kuratov and Arkhipov, 2019). Exploration of
the possibilities and limitations of transfer learn-
ing between languages for question answering.

Finally, the lack of resources for evaluation of
models for Russian language, encourages me to
collect my own dataset for machine reading com-
prehension.
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