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Abstract

Every day, the emotion and opinion of dif-
ferent people across the world are reflected
in the form of short messages using mi-
croblogging platforms. Despite the exis-
tence of enormous potential introduced by
this data source, the Twitter community is
still ambiguous and is not fully explored
yet. While there are a huge number of
studies examining the possibilities of in-
ferring gender and age, there exist hardly
researches on socioeconomic status (SES)
inference of Twitter users. As socioeco-
nomic status is essential to treating diverse
questions linked to human behavior in sev-
eral fields (sociology, demography, public
health, etc.), we conducted a comprehen-
sive literature review of SES studies, in-
ference methods, and metrics. With ref-
erence to the research on literature’s re-
sults, we came to outline the most crit-
ical challenges for researchers. To the
best of our knowledge, this paper is the
first review that introduces the different as-
pects of SES inference. Indeed, this article
provides the benefits for practitioners who
aim to process and explore Twitter SES in-
ference.

1 Introduction

The ability to identify the socioeconomic sta-
tus of social media users accurately is beneficial
for the individual scale as well as the societal one.
This field starts to be a well-explored research do-
main. The difficulty to identify the socioeconmic
status of authors and the lack of explicit personal
information have brought with them some chal-
lenge for computer scientists.
Nowadays, Twitter’s monthly active members ex-
ceed 300 millions. These members generate over
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500 million conversations (tweets) daily !, These
conversations are short text messages including a
maximum of 140 characters (recently extended to
280). Indeed, this shortage of characters leads
to unstructured and noisy texts to the point that
natural language processing (NLP) tools cannot
manage successfully (Ritter et al., 2011). More-
over, more deduction is required to detect the un-
derlying features of Twitter users. In this regard,
researchers and specialized centers will explore
and analyze the available demographic informa-
tion of Twitter users. The results provided by the
Pew Research Center (Smith and Brenner, 2012),
a subsidiary of the Pew Charitable Trust, show
that the majority of Twitter users in the United
States are young, with high educational level and
exposing a bigger political interest. Authors con-
cluded that focusing on a community character-
ized by high level of involvement in societal is-
sues (Li et al., 2015) could be fruitful. In a first
study (Preotiuc-Pietro et al., 2015a) prove that lan-
guage use in social media is an indicator of user’s
occupational class. In a second study, (Preotiuc-
Pietro et al., 2015b) provide a comparison between
income and psycho-demographic traits of Twitter
users; among the results of this research they con-
cluded that the rich users expose less emotional
status but more neutral content, expressing anger
and fear, but less surprise, sadness, and disgust.
Recently, (Flekova et al., 2016) found that the
writing style can also indicate the income of the
users. The higher income is an indicator of edu-
cation and conscientiousness. Moreover, (Volkova
and Bachrach, 2016) concluded that the highly ed-
ucated users have a stronger tendency to express
less sadness and are likely to show more neutral
opinions.

User’s socioeconomic status (SES) is the most
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important predictors of a person’s morbidity and
mortality experience (Kitagawa and Hauser, 1973;
Marmot et al., 1987). The significant impact of
SES on public health renders its definition and
measurement of critical importance. When the
SES is low, it does not only involves poverty and
poor health, but it also affects the educational
achievements hence the whole society. Thus, the
research of (Morgan et al., 2009) finds that chil-
dren from low-SES households develop a slow
academic behavior than children belonging to
higher SES groups. For these reasons, marketing
campaigns, as well as economic and sociological
studies, have found it interesting to determine the
socioeconomic status of particular persons.

This article is going to be divided into six sections.
After the introduction, section 2 will discuss the
metrics of socioeconomic status used with Twit-
ter data. Section 3 will discuss SES indicators and
its features. Section 4 will examine the different
techniques employed in SES inference and section
5 will present the data collection and analysis pro-
cess. Section 6 is going to be the conclusion for
this article opening the horizons for further dis-
cussions.

2 Evaluation of Socioeconomic Status

Socioeconomic status (SES) can be defined as
one’s possession of social, financial, cultural, and
human capital resources. Parental and neighbor-
hood properties are considered as additional com-
ponents (Cowan et al., 2012). We can also note
that SES is a complex unit of measurement of a
person’s economic and sociological standing, like
for instance, his prestige, power or else his eco-
nomic well-being (Hoff et al., 2002; Oakes and
Rossi, 2003). Consequently, one can conclude that
the SES is a complex measure of evaluation that
differs from a research to another because it takes
into account the work experience, the economic
position, or the social status.

The concept of the SES detection in literature goes
back to the beginning of the 20*” century (Chap-
man and Sims, 1925). In the 20" century the eval-
uation of SES was based on questions like: How
many years did your father go to school?”, Do
you have a telephone?” or Do you work out of
school hours?”. Currently, there is an agreement
that SES is influenced by three significant factors:
the cultural (comprised of skills, capacities, and
knowledge), the social (social network combined
with the status and power of the people in that net-
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work) and the material capital (Jones et al., 2007).
Similarly, the primary metrics of the SES are ed-
ucation, occupation, income levels and wealth or
lifestyle (Van Berkel-Van Schaik and Tax, 1990;
White, 1982).

People are usually divided into groups according
to these metrics, from the least advantaged to the
most advantaged, medium, or high SES. Educa-
tion is one of the widely used indicator and it is
considered by many to be the canonical element
of SES because of its influence on later income
and occupation (Krieger et al., 1997). This in-
dex can be defined by two dimensions: the field
of education and the level at which the education
was followed. Income reflects spending power,
housing, diet, and medical care. Occupation mea-
sures like prestige, responsibility, physical activ-
ity, as well as work exposures. The occupational
status influences the social capital of individuals
and it strengthen the connection with more pro-
fessional people enjoying wealth and power. Sim-
ilarly, education indicates skills requisite for ac-
quiring a positive social, psychological, and eco-
nomic resources (Antonovsky, 1967). Likewise,
social classes are measurements that, like SES,
aim to locate ones position in the social hierarchy.
classes are social categories sharing subjectively-
salient attributes used by people to rank those cat-
egories within a system of economic stratification”
(Wright and Ritzer, 2003). By refering to the def-
inition presented by (Wright and Ritzer, 2003),
classes refer to how people are objectively located
in distributions of material inequality”.

Before the rise of social networks, different studies
have looked into other data sources from various
domains, like internet browsing behaviors, written
texts, telephone conversations, real-world mobile
network and communication records.

e (French, 1959): introduced the relationship
between different measures of 232 under-
graduate students and their future jobs. This
work concluded that occupational member-
ship could be predicted with the use of vari-
ables such as the ability of persons in using
mathematical and verbal symbols, the social
class of family and the personality compo-
nents.

(Schmidt and Strauss, 1975): have also de-
signed the relationship between the types of
occupation and the particular demographic
attributes such as gender, race, experience,



education, and location. Their study iden-
tified biases and the types of discrimination
that can possibly exist in various types of oc-
cupations.

The recent excessive use of online social media
and the user-generated content in microblogging
platforms such as google+, Facebook, or Sine
Weibo 2 has allowed the study of author profiling
on an unprecedented scale.

e (Li et al., 2014): proposed a framework for
assessing the user’s features on Twitter us-
ing Google+ API. They constructed a pub-
licly available dataset using distant supervi-
sion. They submitted their model on three
user profile attributes, i.e., Job, Spouse and
Education.

(Zhong et al., 2015): investigated the pre-
dictive power of location check-in, extracted
from points of interest of Sina Weibo. In or-
der to determine the demographic attributes
of the users such as education background
(university and non-university), marital status
(single, courtship, in love or married) using
human mobility as an informative and funda-
mental user behavior. They developed a com-
prehensive location to profile (L2P) frame-
work to detect temporality, spatiality, and lo-
cation knowledge at the same time.

(Sullivan et al., 2018) has recently reported
that Facebook has patented technology that
utilizes a sample decision tree to determine
its users’ social class. Decision tree uses as
an input information about a user’s demo-
graphic information, device ownership, inter-
net usage, household data, etc. The output
provides a probability that the user belongs to
a given socioeconomic class: working class,
middle class or upper class.

Recent studies tackled the inference of socioeco-
nomic characteristics of Twitter users.

o (Lerman et al., 2016): analyze a large cor-
pus of geo-referenced tweets posted by so-
cial media users from US metropolitan ar-
eas. They measure emotions expressed in the
tweets posted from a particular area with the
inference of socioeconomic characteristics.

“http://www.weibo.com/signup/signup.php
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They collect Twitter accounts which users are
located in Los Angeles. Concerning the sen-
timent analysis, they used SentiStrength 3.
The study shows that people with higher in-
comes are associated with weaker social ties.

(Quercia et al., 2012): treat the relationship
between sentiment expressed in tweets and
the community socioeconomic well-being. In
their research, they collect Twitter accounts
which users are located in London. Concern-
ing the sentiment analysis, they used word
count technique and the maximum entropy
classifier. Socio-demographic data obtained
from Index of Multiple Deprivation scores
(composite score based on income, employ-
ment, education, health, crime, housing, and
the environmental quality for each commu-
nity) of each of the 78 census areas in Lon-
don.

3 SES Features and Indicators

The quality of features influences the value of
a machine learning pattern from which it origi-
nates. Microblogging platforms offer a different
number of potential features. Different traditional
text-based corpora features are used to explore the
relationship between these characteristics. Differ-
ent types of indicators can help infer the SES of
Twitter users used over years. This idea is going
to be developed later in the article.

3.1 Message Content

Twitter message text represents the backbone of
most research works within the field of SES in-
ference as this helps to understand the context of
messages themselves. The messages of the social
media platform include abbreviations and non-
standard formulation as there is no precise rule of
writing since most of the tweets are sent via mo-
bile phones.

In his thesis, (Mentink, 2016) used Bag-of-Words
to analyze the discussed topics of users. (Preotiuc-
Pietro et al., 2015b) used clustering algorithms to
build a list of most frequent unigrams and then
they reached their vector representations, conse-
quently using Word2Vec model to compute dense
word vectors (grouping words into clusters or top-
ics). While (Lampos et al., 2016) applied spec-
tral clustering to derive clusters of 1-gram that

? http://sentistrength.wlv.ac.uk/



capture some potential topics and linguistic ex-
pressions, (Preotiuc-Pietro et al., 2015a) used Nor-
malized Pointwise Mutual Information (NPMI) to
compute word to word similarity, then applied sin-
gular value decomposition (SVD) to obtain an em-
bedding of words into a low-dimensional space. A
good approach of content analysis would take into
consideration all possible instances of SES indica-
tors being expressed within the message. For most
studies, the use of message content aims at infer-
ring morphological characteristics and language
use.

(Barberd, 2016) used the emoji characters as fea-
tures (bag-of-emoji) and the author used word
counts as another features (bag-of-words) with
the application of TF-IDF transformation. In or-
der to obtain a robust result, the most successful
techniques used employ message content initially,
alongside other features.

3.2 User Profiles

Although it must be admitted that in creating
a new Twitter account, personal information are
limited, however, they can give beneficial insights
for the SES of particular users. Users’ profiles
contain a different number of metadata such as the
user’s biography, followers, name, and location.
The expectation is that a user’s biography offers an
important source of demographic data. However,
Twitter users’ biography is left empty for 48% of
users, and others do not supply good-quality in-
formation (Culotta et al., 2016). (Preotiuc-Pietro
et al., 2015a) use the profile information of the
account to capture users with self-disclosed oc-
cupations by annotating the user description field.
(Lampos et al., 2016) use also profile description
field of UK Twitter users to search for occupa-
tion mentions. In order to infer the user’s socioe-
conomic status, most studies use description field
and attempt to search for related information given
by a particular user. These data are also useful in
order to validate other SES features inferred from
tweet messages.

3.3 Social Network Relations

The followers of a user represent a good indica-
tor of their SES. Following reciprocal relationship
can provide evidence of strong user connection.
Some indicators can group regular exchanges of
messages or frequent mention to names in mes-
sages. The number of tweets, mentions, links,
hashtags and retweets, the number of followers,
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friends and the ratios of tweets to retweets are
considered as statistical features. (Lampos et al.,
2016) use these features to compile a set of la-
tent topics that Twitter users were communicating.
(Culotta et al., 2016) use the Twitter REST API
and followers/ids request to sample many follow-
ers for each account, and the results are ordered
with the most recent following first. And with the
same methods, they use friends/ids API request to
collect a list of friends. The example of (Barber4d,
2016) best illustrates this idea it enables to over-
come the collection of information about the en-
tire network of a particular user that is costly and
requiring multiple API calls, focuses on verified
accounts. (Ikeda et al., 2013) use a community-
based method with the extraction of the commu-
nity from follower/followee relations followed by
estimation of the demographics of the extracted
communities. The demographic category of each
community group is estimated using text-based
method and the use of Fast Modularity Commu-
nity Structure Inference Algorithm. Some stud-
ies assume that people within a given social class
tend to have similar lifestyles using their income
levels and common experience. Their interaction
is called homophily. In the same context (Ale-
tras and Chamberlain, 2018) use the information
extracted from the extended networks of Twitter
users in order to predict their occupational class
and their income. They demonstrated that user’s
social network and their language use are comple-
mentary.

3.4 Spatial Information

The majority of smartphones are now equipped
with Global Positioning System (GPS) functions
and they work with geo-satellites which accurately
infer the user’s location with latitudes and longi-
tudes coordinates. This would be an optional field
for a particular user to enable due to their privacy
choice. This indicator is very helpful when the
person is mobile and usually updates their loca-
tion profile. (Bokanyi et al., 2017) obtained 63
million of Twitter geolocated messages from the
area of the United States and assigned a county
to each tweet. Once aggregated, daily tweeting
activity allows to measure human activities and
constitutes an important socioeconomic indicator
whether a particular user is employed or not. In
order to build a social class dataset, some stud-
ies attempt to show that the wealthier the place,
the richer the users who usually visit it. (Mi-



randa Filho et al., 2014) used the lifestyle and the
wealth of neighborhood people typically visit to
label Brazilian users into various social classes.
Then, they utilized Foursquare to label places ac-
cording to the wealth of the neighborhood. They
selected users who had at least one Foursquare in-
teraction (Foursquare interactions include check-
in (the user told a friend he/she was at a given
place), tips (the user posts tips and opinion about
a given place) and mayorship (title given to the
most frequent user in a given location in the past
60 days). (Zhong et al., 2015) investigate the pre-
dictive power of location and the mobility to in-
fer users’ demographics with the use of location to
profile (L2P) framework. The data crawling mod-
ule accumulates user profiles and location check-
in with corresponding information on Sine Weibo.

3.5 Temporal Information

Twitter enables researchers to analyze human ac-
tivities during the 24 hours of the day because they
are biologically bound to exhibit daily periodic be-
havior. In this context (Bokanyi et al., 2017) ag-
gregate monday to friday relative tweeting activi-
ties for each hour in each US County to form an
average workday activity pattern, assuming that
the activity patterns form a linear subspace of the
24-hour “time-space”. This study shows that this
measure correlates with county employment and
unemployment rates in relation to lifestyles con-
nected to regular working hours. The relationship
between daily activity patterns and employment
data can be captured using Twitter data.

3.6 Demographic Attributes

Some researchers attempted to include demo-
graphics as features. Age, for example, has a vi-
tal role in income prediction. Old people earn
significantly more than young ones. Higher age
leads to, on average, more work experience and
education, which is translated into higher income.
(Flekova et al., 2016) explored the relationship be-
tween stylistic and syntactic features, authors’ age,
and income, to conclude that the hypothesis of nu-
merous feature type writing style and age use is
predictive of income.
4 Inference Methods for SES Evaluation
on Twitter

Different techniques have been used in the past
and are being employed now to improve the ac-
curacy of SES inference methodologies and algo-
rithms. This burgeoning field lends techniques
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ranging from different areas of study involving
machine learning, statistics, natural language pro-
cessing to regression models. Various methods
achieved different levels of success. The effec-
tiveness and granularity levels produced by these
methods continue to be improved.

Most recent researchers use a three-step method-
ology to infer the SES. First, they collect available
information about a number of Twitter users. Sec-
ondly, they develop the classification method us-
ing additional data (number of followers, the con-
tent of tweets). And finally, they classify users
who do not provide any concrete information ac-
cording to SES. (Preotiuc-Pietro et al., 2015a)
for example, extracts occupation information from
Twitter user profiles and uses text analysis to cate-
gorize users into occupational classes.

In general, a common approach to demographic
inference is supervised classification, from a train-
ing set of labeled users, a model is fit to predict
user features from the content of their writings.
In other words, inferring user characteristics is
framed as a predictive task validated on held-out
data. This is done by establishing regression or
classification methods.

4.1 Regression Methods

Various techniques for the inference of SES of
Twitter users have been adopted from data min-
ing and machine learning techniques. Some stud-
ies used the linear regression method, others used
non-linear regression method and a third party
used a hybrid approach that combines both lin-
ear and non-linear methods. A standard non-linear
method does not inform which features are the
most important in the predictive task. Then, the in-
terpretability of linear methods allows performing
an extensive qualitative and quantitative analysis
of the input features. (Flekova et al., 2016) used
both linear with Elastic Net regularization meth-
ods and non-linear with Support Vector regression
together with an RBF kernel method. The authors
found that machine learning regression methods
can be used to predict and analyze user’s income.
(Lampos et al., 2016) used a non-linear genera-
tive learning approach, which consists of Gaus-
sian Process (GP) and Kernel, to classify Twitter
users according to SES as having upper, middle
or lower level. Further, in (Preotiuc-Pietro et al.,
2015b), the authors used similar methods to study
the user behavior and its power to predict income.
It is important to note that GPs is a Bayesian non-



parametric statistical framework that formulates
priority functions. (Hasanuzzaman et al., 2017)
used linear and non-linear methods. The linear
method is a logistic regression with Elastic Net
regularization. In order to capture the non-linear
relationship between a user’s temporal orientation
and their income, the authors used GP for regres-
sion. (Culotta et al., 2016) used a regression model
for the prediction in order to understand the demo-
graphics of users. Due to the high dimensionality
of features, the authors used elastic net regulariza-
tion. Since each output variable consists of subject
categories of demographic characteristics. They
used a multitask variant of the elastic net to ensure
the same features as selected for each category.

4.2 Classification Methods

(Mentink, 2016) employed two different ap-
proaches to classify the users in the dataset. The
first is named the individual approach, it deter-
mines the performing classifier per feature group
and consequently combines them via a soft-voting
ensemble method. The second is named the
combined approach, it calculates the performance
scores for all possible combinations of classi-
fiers and their respective ensemble (also via soft-
voting). The author used Logistic Regression,
Support Vector Machines, Naive Bayes and Ran-
dom Forest algorithms. The author runs the al-
gorithm to determine what occupation and what
education-level label should be given to a particu-
lar user, to overcome the data imbalance, noise and
bias, (Chen and Pei, 2014) used a typical imbal-
ance classification approach which uses multiple
classifier systems (MCS) and a sampling method
which is a class-based random sampling method
an extension of random under-sampling. The ob-
jective is to classify users according to their occu-
pation. (Miranda Filho et al., 2014) evaluated a
large number of classifiers using their WEKA ver-
sion to generate classification models, including
multinomial Naive Bayes (MNB), Support Vector
Machine (SVM), and Random Forest. As MNB
is more efficient than other algorithms, the authors
used this method to infer social class for each par-
ticular user.
5 Tweet Gathering and Analysis

Messages on Twitter are publicly accessible in
the online domain and can be gathered for study
purposes. This availability makes Twitter an effi-
cient tool in retrieving and analyzing public mes-
sages by allowing its users to become social sen-
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sors within the population.

5.1 Data Corpuses and Ressources

The corpus size of tweets grouped have varied
from relatively small datasets to as large as three
billion tweets (Mentink, 2016). The time span of
the data collected was usually in the range of a
few weeks to a couple of months, and sometimes
a year. Table 1 shows some datasets and their sizes
over the past years. First, the REST API is help-
ful for gathering particular user tweets, allowing
the backtracking of their timeline. For example,
to collect their most recent 3.200 tweets. Second,
the streaming API that manages the tweets as they
are being broadcast would only be able to receive
1% of the Firehose. Twitter data partners furnish a
premium service that supplies messages covering
a longer duration as well as 100% access to the
Firehose. (Preotiuc-Pietro et al., 2015a) created
a publicly available data-set * of users, including
their profile information and historical text content
as well as a label to their occupational class from
the ’Standard Occupational Classification” taxon-
omy.

This public available dataset used by several re-
searchers containing a group of 5,191 users in
total. However, the extraction of social network
information of some accounts are not allowed.
These accounts may have been annulled or be-
come private. For example (Aletras and Cham-
berlain, 2018) reported results of 4,625 users,
from the original subset, that are still publicly
available. Various studies (Preotiuc-Pietro et al.,
2015b; Lampos et al., 2016; Preotiuc-Pietro et al.,
2015a; Flekova et al., 2016) in the dataset cre-
ation mapped Twitter users to their income or their
job title using standardized job classification tax-
onomy. The Standard Occupational Classification
(SOC) is a UK-governmental system developed by
the Office of National Statistics (ONS) for listing
and grouping occupations. Jobs are organized hi-
erarchically based on skill requirements and con-
tent.

(Culotta et al., 2016) mapped Twitter users accord-
ing to their educational level (No College, Col-
lege, Grad School) and other traits using Quant-
cast.com, an audience measurement society that
tracks the demographics of users of millions of
websites. The estimated demographics of a large
number of sites are publicly accessible through the

*https://sites.sas.upenn.edu/danielpr/data



References Corpus size | Period Covered Corpus Origin
(Miranda Filho et al., 2014) 15.435 Users | Sep’13-Oct’13 Brazilian
(Preotiuc-Pietro et al., 2015b) 10.796.836 | Aug’14 uUsS
(Barbera, 2016) 1.000.000.000 | Jul’13-May’ 14 (SN
(Lampos et al., 2016) 2.082.651 | Feb’14-Mar’15 US
(Mentink, 2016) 3.000.000.000 | Nov’14-Oct’15 Dutch
(Hu et al., 2016) 9.800 Users US
(Bokanyi et al., 2017) 63.000.000 | Jan’14 and Oct’14 | US

(van Dalen et al., 2017) 2.700.000 | Sep’16 Dutch
(Abitbol et al., 2018) 170.000.000 | Jul’14-May’17 French
(Levy Abitbol et al., 2019) 90.369.215 | Aug’14-Jul’15 French

Table 1: Datasets and Collection Periods of Some Studies.

use of searchable web interface. For each variable,
Quantcast gives the expected percentage of visi-
tors to a website with a given demographic.

5.2 Results and Metrics

The conclusions reached by different studies have
been significantly improved over time with re-
gards to increased accuracy and other measure-
ments. Table 2 shows some techniques and their
results over the past years. This has been driven
by improvements in algorithms and inclusion of
more useful features. It is important to note that
the effectiveness and the reliability of occupation
representativeness increase when estimating pro-
fession, using non-standard and out-of-vocabulary
(OOV) occupation names. In this context, to over-
come the limitation of the work of (Sloan et al.,
2015) and (Mac Kim et al., 2016), (Kim et al.,
2016) builded a machine learning model attempts
to capture linguistically noisy or open-ended oc-
cupations in Twitter. This induces in more reliable
occupation representativeness.

Different approaches have been introduced to
compare the performance and results of the meth-
ods. They include accuracy and use of two other
standard metrics: Pearson’s correlation coefficient
and Mean Absolute Error (MAE). To validate the
effectiveness of the approaches against different
baselines, the k-fold cross validation has been well
utilized for precision, recall and F-measure: the
standard metrics for classification methods.

Over time, accuracy levels of results have contin-
ued to be improved starting from 2013 when the
inference of users’ occupation was used. taking
into consideration other information such as Twit-
ter links, friends, user tweets, profiles, and other
metadata associated with the message. Further-
more, with the adoption of various features such

as user profile features, users psycho-demographic
features, or user emotion features, accuracy has
improved with the recent studies of (Mentink,
2016; Lampos et al., 2016) achieving a 75% ac-
curacy.

6 Conclusion and Future Prospectives

The study of socioeconomic status inference is
one of the most active field of information re-
trieval. Such works are positioned at a crossroads
of multiple disciplines.

Different studies that introduced the inference of
hidden user characteristics (Al Zamal et al., 2012;
Miranda Filho et al., 2014; Volkova et al., 2015)
are salient in the field. The results of these works
are not only of interest to statistics agencies but
also necessary for studies in the social science
(targeted advertising, personalized recommenda-
tions of user posts and the possibility of extracting
authoritative users (Pennacchiotti and Popescu,
2011)). It is important to introduce the role of
SES in politics such as the works of (Barberd and
Rivero, 2015), (Burckhardt et al., 2016), (Kalsnes
etal., 2017), (Vargo and Hopp, 2017) and (Brown-
lannuzzi et al., 2017). Twitter is increasingly con-
sidered as politically transformative communica-
tion technology that allows citizens and politi-
cians to connect, communicate, and interact easily
(Chadwick, 2006). The flaw in previous studies of
political behavior using Twitter data is the lack of
information about the sociodemographic charac-
teristics of individual users. Policy makers have
recently suggested introducing well-being com-
munity which will help governments do a better
job at directing public policy towards promoting
quality of life.

The inference of SES is an ambitious problem as
it may belong to a combination of environmen-
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References Technique | Accuracy (%) | Class
(Ikeda et al., 2013) Hybrid Method | 71.60 Occupation
(Siswanto and Khodra, 2013) Machine Learning | 77.00 Occupation
(Miranda Filho et al., 2014) Machine Learning | 73.00 Social Class
(Preotiuc-Pietro et al., 2015a) Gaussian Process | 52.70 Occupation
(Mentink, 2016) Hybrid Method | 75.00 SES
(Lampos et al., 2016) Gaussian Process | 75.00 SES
(Poulston et al., 2016) SVM Classifier | 50.47 SES

(van Dalen et al., 2017) Logistic Regression | 72.00 Income
(Hasanuzzaman et al., 2017) Supervise Learning | 74.40 Income
(Aletras and Chamberlain, 2018) | Gaussian Process Regression (GPR) | 50.44 Occupation

Table 2: Results and Techniques Used Over the Past Years.

tal variables and individual characteristics. Some
of these characteristics can be easier determined
like gender or age while others, are sometimes
complicated with privacy issues and relying to
some degree on self-definition, are harder to deter-
mine like occupation, ethnicity, education level or
home location. Neverthless, there are many chal-
lenges in the inference of SES for Twitter users.
Manual classification and data sampling are time-
consuming, hard process and not scalable. Models
are learned by referring to a datasets which were
manually labeled using Amazon Mechanical Turk
at a high monetary cost. Another issue is that peo-
ple often misrepresent themselves on various on-
line social platforms. This can lead to false data
interpretations which as a result can affect the ac-
curacy of the research. Automated detection tools
are based on the supposition that users will in-
troduce information on their demographic back-
ground through profile information or metadata.
While it is not possible to expect that all users do
this, those who did were a random group of the
Twitter population, then we would not expect to
discover conflicts in prevalence rates for sociode-
mographic characteristics (Sloan et al., 2015). An-
other problem is that Twitter data cannot represent
all the populace as discussed previously. (Sloan,
2017) treated the issue of using human validation
to find the accuracy of methods applying profile
data to assign users to occupational groups and,
he deduced that this process could provide mis-
classifications due to users reporting their hobbies
and interests rather than their actual occupations
(e.g, writer, artist). Another limit is that deriving
income statistics from job labels is not a suitable
method.

Given the findings presented above, the following

are important issues to address in future Twitter
socio-demographic inference studies. First, there
is a need to look at the relationship between a
user’s actual demographic characteristics and how
demographic categorization tools classify that user
as a function of how profile information is pre-
sented and a virtual identity constructed. To con-
clude, there is a need to link Twitter profiles and
survey data. Researchers can start theorizing bet-
ter working machine learning models to improve
accuracy and scalability. In addition, the method-
ologies used in different research projects can be
coupled to increase efficiency. Another purpose
for future research projects is to construct a less
human effort, low computational cost and focus
on the construction of a stronger evaluation frame-
work.
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