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Abstract 

We explore anatomy of answers with re-

spect to which text fragments from an an-

swer are worth matching with a question 

and which should not be matched. We ap-

ply the Rhetorical Structure Theory to 

build a discourse tree of an answer and se-

lect elementary discourse units that are 

suitable for indexing. Manual rules for se-

lection of these discourse units as well as 

automated classification based on web 

search engine mining are evaluated con-

cerning improving search accuracy. We 

form two sets of question-answer pairs for 

FAQ and community QA search domains 

and use them for evaluation of the pro-

posed indexing methodology, which deliv-

ers up to 16 percent improvement in 

search recall. 

1 Introduction 

Much online content is available via question-

answer pairs such as frequently-asked questions 

stored on customer portals or internal company 

portals. Question-answer pairs can be an efficient 

manner to familiarize a user with content. In 

some cases, autonomous agents (chatbots) can 

import such question-answer pairs in order to 

field user questions. 

But such question-answer pairs can contain 

content that is not central to a topic of an answer. 

For example, content can include text that is ir-

relevant or misleading, non-responsive to the 

particular question, or is neutral and not helpful. 

If irrelevant text is indexed by a keyword-based 

search engine, the precision of the search engine 

is lowered. Moreover, an autonomous agent at-

tempting to answer a user question based on er-

roneously-indexed text may answer the question 

incorrectly, resulting in lowered user confidence 

in the agent. Despite the fact that standard rele-

vance techniques such as ontology, keyword fre-

quency models and separate discourse features 

(Chali et al., 2009; Jansen et al., 2014) can be 

applied to solve this problem, a solution is need-

ed for identifying informative parts from all text.  

In this paper we propose a new discourse-

based approach to determine informative parts of 

an answer. This approach accesses a body of text 

including fragments and creates a searchable in-

dex including multiple entries, each entry corre-

sponding to a selected fragment. We propose two 

different methods of fragment selection based on 

rules and on classification model respectively. 

The paper structure is as follows. In Section 2 

we introduce the methodology of rhetorical 

anatomy of an answer and present an example 

of that. In Section 3 we propose two Q/A algo-

rithms which is the core part of our approach. In 

Section 4 we describe and discuss evaluation for 

the question answering task on a few datasets 

that were compiled for this research. 

2 Rhetoric Anatomy of an Answer 

2.1 RST and Discourse Trees 

Discourse analysis was proved to be useful in 

different aspects of question-answering: answer 

extraction (Zong et al., 2011), modeling ra-

tionale in design questions (Kim et al., 2004), 

query expansion based on relations between se-

quential questions (Sun and Chai, 2007), etc. 

Discourse trees (DT) originate from Rhetorical 

Structure Theory (RST, Mann and Thompson, 

1988). RST models a logical organization of text, 

relying on relations between parts of text. RST 

simulates text coherence by forming a hierar-

chical, connected structure of texts via discourse 

trees. 
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Rhetoric relations are split into the classes of 

coordinate and subordinate; these relations hold 

across two or more text spans and therefore im-

plement coherence. These text spans are called el-

ementary discourse units (EDUs). The leaves of a 

discourse tree correspond to EDUs, the contigu-

ous atomic text spans. Adjacent EDUs are con-

nected by coherence relations (e.g., attribution, 

sequence), forming higher-level discourse units. 

The term "nuclearity" in RST refers to which 

text segment, fragment, or span, is more central to 

an author's purpose. A “nucleus” refers to a span 

of text that is more central to an author’s purpose 

than a “satellite”, which is less central to the topic. 

More particularly, we use the determined EDUs 

of a discourse tree for a body of text and the rela-

tions between the EDUs to determine which 

EDUs should be indexed for search. Different rhe-

torical relations (e.g., elaboration, contrast, etc.) 

can employ different rules. 

In general, we hypothesize that a satellite may 

express a detail of information that is unlikely to 

be explicitly queried by a user (Galitsky, 2015; 

Jasinskaja and Karagjosova, 2017). 

2.2 Example of Analysis 

Let’s illustrate our analysis with a question-

answer pair and a discourse tree for an answer. 

 

Q: How should I plan to pay for taxes resulting 

from converting to a Roth IRA? 

A: To help maximize your retirement savings, it’s 

generally a good idea to consider not using the 

proceeds from the conversion to pay the resulting 

tax costs. Instead, you should consider using cash 

or other savings held in nonretirement accounts. 

Using retirement account funds to pay the taxes 

will reduce the amount you would have available 

to potentially grow tax-free in your new Roth IRA. 

Additionally, if you are under 59½, using funds 

from your retirement account could result in an 

additional 10% tax penalty, which may signifi-

cantly reduce the potential benefit of conversion. 

The discourse tree for the answer is shown in 

Figure 1, and elementary discourse units selected 

for indexing are circled in green. 

The answer could be obtained from a source 

such as a Frequently Asked Questions (FAQ) da-

tabase, or a question-answer index. A question-

answer index can include multiple questions and 

corresponding answers. But some fragments in 

each answer are more informative to answering 

the corresponding question than other fragments. 

For example, the phrase “it is generally a good 

idea” adds little to the answer, whereas “consider 

not using the proceeds from the conversion” is 

informative to the user who posed the original 

question. Each answer in the question-answer in-

dex may provide additional insight in terms of 

additional questions that can be answered, which 

are in turn indexed, increasing the usefulness of 

the data. For example, “at what age do I pay a 

penalty for using retirement funds?” could be an-

swered by the text (e.g., “age 59 ½”). We can de-

termine informative text from a body of text and 

such additional questions that can be answered 

from the body of text. 

 
Figure 1: Discourse tree for an answer with the 

EDUs selected for indexing 

2.3 Indexing Rules for Different Rhetorical 

Relations 

The above hypothesis that only EDUs that are 

nucleus of rhetoric relations should be indexed 

and all satellite EDUs should not be selected for 

indexing is illustrated by the “elaboration” rela-

tionship where the nucleus expresses more im-

portant information than satellite. But the general 

rule described above can be subject to certain ex-

ceptions. For example, under certain conditions, 

the “contrast” relation can require indexing of 

the satellite rather than the nucleus. Additionally, 
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for the “same-unit” and “joint” relations, both the 

nucleus and the satellite are indexed. Different 

rhetoric relations can have different rules, as 

shown in Table 1 below. 

3 The Methodology of Question An-

swering 

The developed methodology of the DT-based 

analysis of answers is going to be applied in the 

following way, given an index of Q/A pairs: 

1. Search a user query against an index of 

available questions; 

2. If no or too few results, generate addi-

tional search queries from the answers in-

dexed by proposed approach; 

3. If still no or too few results, search 

against original answers. 

We now focus on 2) and consider two meth-

ods for indexing answers: rule-based and 

classification-based. 

 

Once our method construct the indexes, we 

can build the online search algorithm which 

combines default functionality provided by the 

Lucene search engine and syntactic similarity be-

tween answer and a query. Search results candi-

date are selected by Lucene and then matched 

with the query via finding a maximal common 

sub-parse tree (Galitsky, 2017). 

3.1 Rule-Based Indexing 

We take question-answer pairs and create, for 

each answer, a discourse tree using RST-parser 

(Surdeanu et al., 2015; Joty et al., 2013). For 

each non-terminal node in each answer, we then 

identify a rhetorical relationship associated with 

the non-terminal node and label each terminal 

node associated with the non-terminal node as ei-

ther a nucleus or a satellite. Then we apply a set 

of rules (see Table 1) associated with the rhetori-

cal relationships and select, based on the rule, 

one or more of the fragment associated with the 

nucleus or the fragment associated with the satel-

lite. Finally, we create a searchable index of ad-

ditional questions which includes multiple en-

tries corresponding to one of the selected frag-

ments for the answers.  

3.2 Classification-Based Indexing 

We use machine learning to learn rules such as 

those depicted in Table 1. A machine learning 

problem is formulated as a classification problem 

that classifies EDUs into a first class that is suit-

able for indexing (i.e., informative) and forming 

alternative questions for an answer and a second 

class that is not suitable for indexing (i.e., not in-

formative).  

To accumulate training question-answer pairs 

with marked answers, we ran selection of queries 

against short texts. Because longer queries are 

necessary to assure a corresponding match is 

nontrivial, we used public question-answer Ya-

hoo! Answers dataset (Webscope, 2017). More 

specifically, questions from this dataset were 

formed from a first sentence of the dataset and 

executed as queries by Microsoft Cognitive Ser-

vices (Bing Search engine API). Search results 

which are short texts (4-6 sentences) were select-

ed as such texts suitable for parsing and dis-

course analysis. Matched fragments of these 

texts were taken as elements of the training set. 

Such fragments from the top ten or more pages 

of search result formed a positive dataset, i.e. in-

formative fragments. For the negative dataset, 

fragments with matched keywords from the set 

of lower ranked (100-1000+) search results pag-

es were taken, as these results are assumed to be 

less relevant. 

We applied SVM tree kernel learning 

(Moschitti, 2006; Severyn and Moschitti, 2012) to 

Rela-

tion 

Example Indexing rule  

Elabo-

ration 

To achieve some 

state [ nucleus ] | do 

this and that [satel-

lite] 

Nucleus 

Ena-

blement 

A query may be of 

the form “how to 

achieve some state?” 

but less likely be of 

the form “what can I 

achieve doing this 

and that?”  

Nucleus 

Condi-

tion 

A query may be of 

the form “how to 

achieve some state?” 

but less likely of the 

form “what can I 

achieve doing this 

and that?” 

When the question is 

of the type 

“when/where/under 

what condition …”, 

index the if part (the 

satellite). 

Contrast Index the nucleus. The satellite includes facts 

which are unusual, unexpected. 

Same-

Unit, 

Joint 

Index both nucleus and satellite because of 

the symmetric relationship of same-unit. 

Table 1: Indexing rules for rhetorical relations 
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train the model since this algorithm is capable to 

learn directly on a parse tree structure. 

4 Datasets and Evaluation 

We used a few datasets to evaluate the contribu-

tion of our methodology to search quality. 

Yahoo! Answer (Webscope, 2017) subset of 

question-answer pairs with broad topics where 

main question is a single sentence (possibly, 

compound) with ten-fifteen keywords. The da-

taset includes various domains, and domain 

knowledge coverage is shallow.  

Financial questions
1 scraped from Fideli-

ty.com. This dataset demonstrates how search 

relevance improvement may occur in a vertical 

domain with reasonable coverage. 

Car repair conversations
2 selected from 

www.2carpros.com including car problem de-

scriptions and recommendation on how to rectify 

them. These pairs were extracted from dialogues 

as first and second utterances. 
For each search session, we only consider the 

first results and reject the others. For all these da-

tasets we assume that there is only one correct 

answer (from the Q/A pair) and the rest of an-

swers are incorrect. 

Evaluation results for the proposed methodol-

ogy are presented in Table 3. Recall of the base-

line search is on average 78% including the im-

provement by 8% by using syntactic generaliza-

tion on top of Lucene search (not shown). The 

relevance of this system is determined by many 

factors and is therefore not very insightful, so we 

focus at the change in recall (), from this search 

system to the one extended by the proposed ap-

proach. 

                                                      
1  https://github.com/bgalitsky/relevance-based-on-parse-

trees/examples/Fidelity_FAQs_AnswerAnatomyDataset1.cs

v.zip 
2  https://github.com/bgalitsky/relevance-based-on-parse-

trees/examples/CarRepairData_AnswerAnatomyDataset2.csv.

zip. 

 
The proposed method delivers about 13 % im-

provements in the recall have the precision al-

most unaffected, for the Nucleus/Satellite rules. 

There is a further 3% improvement by using the 

automated classifier of EDUs. Since the deploy-

ment of such classifier in a domain-dependent 

manner is associated with substantial efforts, it is 

not necessarily recommended when this 3% im-

provement in search accuracy is not critical. 

We also compare performance of the proposed 

search on the extended framework derived from 

SQuAD 2.0 dataset (Rajpurkar et al., 2018) and 

applied to why? and how-to? questions. Instead 

of addressing a question to a single Wikipedia 

text as standard evaluations do, we run them 

against all text. We use our approach vs neural 

extractive reading comprehension one and ex-

ceed recall of BiDaf (Gardner et al., 2017) and 

DeepPavlov (Burtsev et al., 2018) by at least 8% 

with the search engine trained on our corpus 

(Table 4). 

 
 

Dataset Ques-

tion/An

swer 

Total 

# 

# gener-

ated AQ 

/ # sent 

Avg # 

words 

Yahoo! 

Answers 
Q 3700 5.5 12.3 

A 3700 8.1 124.1 

Fidelity Q 500 3.4 6.2 

A 500 6.2 118.0 

Car Re-

pair 
Q 10000 4.2 5.5 

A 10000 7.0 141.3 

Table 2: Dataset statistics 

Da-

taset / 

Meth

od 

Baseline Nucleus 

/Satellite 

rules, im-

provement 

Classifica-

tion-based, 

improve-

ment 

 R P R, 

% 

P, 

% 

R,

% 

P, 

% 

Ya-

hoo! 

An-

swers 

79 74 +12.

5 

+0.1 +14 -0.04 

Fidel-

ity 

77 80 +10 -0.1 +6 +0.1 

Car 

Re-

pair 

79 81 +16 +0.0 +18 +0.0 

Table 3: Evaluation results for new datasets 

http://www.fidelity.com/
http://www.fidelity.com/
file:///D:/Documents/HSE/Thickets/Конференции%20и%20статьи/EmNLP/2018/www.2carpros.com
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/Fidelity_FAQs_AnswerAnatomyDataset1.csv.zip
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/Fidelity_FAQs_AnswerAnatomyDataset1.csv.zip
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/Fidelity_FAQs_AnswerAnatomyDataset1.csv.zip
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/CarRepairData_AnswerAnatomyDataset2.csv.zip
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/CarRepairData_AnswerAnatomyDataset2.csv.zip
http://anonymous.4open.science/repository/cfeb10c5-0069-4d9b-adf1-0d1f5086ee00/examples/CarRepairData_AnswerAnatomyDataset2.csv.zip
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5 Conclusions 

In the search engines and chat bot industry, whole 

texts are usually indexed for search. Because of 

that, frequently irrelevant answers are delivered 

because their insignificant keywords (the ones 

providing auxiliary information and not central for 

the document) were matched. To overcome this 

well-known problem, only questions from Q/A 

pairs are indexed, which dramatically decreases 

the search recall. To address this limitation of in-

dexing, we proposed and evaluated our approach 

of indexing only those EDUs of text which are de-

termined to be important (and therefore form al-

ternative questions). This substantially improves 

the recall in applications such as FAQ search 

where only questions of Q/A pairs are indexed. 
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