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Abstract

Social media plays a great role in news dis-
semination which includes good and bad
news. However, studies show that news,
in general, has a significant impact on
our mental stature and that this influence
is more in bad news. An ideal situation
would be that we have a tool that can help
to filter out the type of news we do not
want to consume. In this paper, we provide
the basis for such a tool. In our work, we
focus on Twitter. We release a manually
annotated dataset containing 6,853 tweets
from 5 different topical categories. Each
tweet is annotated with good and bad la-
bels. We also investigate various machine
learning systems and features and evaluate
their performance on the newly generated
dataset. We also perform a comparative
analysis with sentiments showing that sen-
timent alone is not enough to distinguish
between good and bad news.

1 Introduction

Social media sites like Twitter, Facebook, Reddit,
etc. have become a major source of information
seeking. They provide chances to users to shout
to the world in search of vanity, attention or just
shameless self-promotion. There is a lot of per-
sonal discussions but at the same time, there is
a base of useful knowledgeable content which is
worthy enough to consider for the public inter-
est. For example in Twitter, tweets may report
about news related to recent events such as natural
or man-made disasters, discoveries made, local or
global election outcomes, health reports, financial
updates, etc. In all cases, there are good and bad
news scenarios.

Studies show that news, in general, has a signif-
icant impact on our mental stature (Johnston and
Davey, 1997). However, it is also demonstrated
that the influence of bad news is more significant
than good news (Soroka, 2006; Baumeister et al.,
2001) and that due to the natural negativity bias,
as described by (Rozin and Royzman, 2001), hu-
mans may end up consuming more bad than good
news. Since bad news travels faster than good
news (Kamins et al., 1997; Hansen et al., 2011) the
consumption may increase. This is a real threat to
the society as according to medical doctors and,
psychologists exposure to bad news may have se-
vere and long-lasting negative effects for our well
being and lead to stress, anxiety, and depression
(Johnston and Davey, 1997). (Milgrom, 1981;
BRAUN et al., 1995; Conrad et al., 2002; Soroka,
2006) describe crucial role of good and bad news
on financial markets. For instance, bad news about
unemployment is likely to affect stock markets and
in turn, the overall economy (Boyd et al., 2005).
Differentiating between good and bad news may
help readers to combat this issue and a system that
filters news based on the content may enable them
to control the amount of bad news they are con-
suming.

The aim of this paper is to provide the basis to
develop such a filtering system to help readers in
their selection process. We focus on Twitter and
aim to develop such a filtering system for tweets.
On this respect the contributions of this work are:

• We introduce a new task, namely the distinc-
tion between good and bad news on Twitter.

• We provide the community with a new gold
standard dataset containing 6,893 tweets.
Each tweet is labeled either as good or bad.
To the best of our knowledge, this is the first
dataset containing tweets with good and bad
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labels. The dataset is publicly accessible and
can be used for further research1.

• Provide guidelines to annotate good/bad
news on Twitter.

• We implement several features approaches
and report their performances.

• The dataset covers diverse domains. We also
show out-of-domain experiments and report
system performances when they are trained
on in-domain and tested on out-of-domain
data.

In the following, we first discuss related work.
In Section 3 we discuss the guidelines that we use
to annotate tweets and gather our dataset. Sec-
tion 4 provides description about the data itself.
In Section 5 we describe several baseline systems
performing the good and bad news classification
as well as features used to guide the systems. Fi-
nally, we conclude the paper in Section 7.

2 Related Work

In terms of classifying tweets into the good and
bad classes no prior work exists. The clos-
est studies to our work, are those performing
sentiment classification in Twitter (Nakov et al.,
2016; Rosenthal et al., 2017). Kouloumpis et al.
(2011) use n-gram, lexicon, part of speech and
micro-blogging features for detecting sentiment in
tweets. Similar features are used by Go (2009).
More recently researchers also investigated deep
learning strategies to tackle the tweet level sen-
timent problem (Severyn and Moschitti, 2015;
Ren et al., 2016). Twitter is multi-lingual and
in Mozetič et al. (2016) the idea of multi-lingual
sentiment classification is investigated. The task,
as well as approaches proposed for determining
tweet level sentiment, are nicely summarized in
the survey paper of Kharde et al. (2016). How-
ever, Balahur et al. (2010) reports that there is no
link between good and bad news with positive and
negative sentiment respectively.

Thus, unlike related work, we do tweet level
good vs. bad news classification. We also show
that similar to Balahur et al. (2010), there is no ev-
idence that positive sentiment implies good news
and negative sentiment bad news.

1https://github.com/aggarwalpiush/
goodBadNewsTweet

Figure 1: Good news tweet

Figure 2: Bad news tweet

3 Good vs Bad News

News can be good for one section of society but
bad for other section. For example, win or loss re-
lated news are always subjective. In such cases,
agreement towards news types (good or bad) is
quite low. On the other hand, news related to
natural disaster, geographical changes, humanity,
women empowerment, etc. show very high agree-
ment. Therefore, while defining news types, topi-
cality plays an important role.

We consider news as good news if it relates to
low subjective topics and includes positive over-
tones such as recoveries, breakthroughs, cures,
wins, and celebrations (Harcup and ONeill, 2017)
and also beneficial for an individual, a group or
society. An example of good news is shown in
Figure 1. In contrary to that, the bad news is de-
fined as when it relates to the low subjective topic
and include negative overtones such as death, in-
jury, defeat, loss and is not beneficial for an in-
dividual, a group or society. An example of bad
news is shown in Figure 2. Based on these defini-
tions/guidelines we have gathered our dataset (see
next Section) of tweets containing the good and
bad labels.

4 Dataset

Data collection To collect tweets for annotation,
we first choose low subjective ten topics which
can be divided into five different categories. Then,

https://github.com/aggarwalpiush/goodBadNewsTweet
https://github.com/aggarwalpiush/goodBadNewsTweet
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Category Topics Collected Annotated

Health
Ebola 892 852
Hiv 663 630

Natural Disaster
Hurricane Harvey 2,073 1,997
Hurricane Irma 795 772

Terrorist Attack
Macerata oohmm 668 625
Stockholm Attack 743 697

Geography and Env.
AGU17 652 592
Swachh Bharat 21 21

Science and Edu.
IOT 627 602
Nintendo 78 65
Total 7,212 6,853

Table 1: Categories, their topics, and distributions for the dataset generation.

we retrieve the examples from Twitter using its
API2. Next, we discard non-English tweets and
re-tweets. We also remove duplicates based on
lower-cased first four words of tweets keeping
only the first one. Thereafter, we filter only those
tweets which can be regarded as news by using an
in house SVM classifier (Aggarwal, 2019). This
classifier is trained on tweets annotated with the
labels news and not news. We use this classifier to
remove not news tweets from the annotation task3.
We select only tweets where the classifier predic-
tion probability is greater than or equal to 80%. In
Table 1, we provide information about the topics
and categories as well as statistics about the col-
lected tweets that will be used for annotation (col-
umn collected).

Data Annotation For data annotation, we use
the figure-eight crowdsourcing service4. Before
uploading our collected examples, we carried out a
round of trial annotation of 300 randomly selected
instances from our tweet collection corpus. The
aim of the trial annotation was

• to ensure the newsworthiness quality of our
collected examples.

• to create test questions to ensure the qual-
ity of the annotators, for the rest of the data,
which was carried out using crowdsourcing.

• to test our guidelines described in Section 3.
2https://www.tweepy.org
3Since we want humans to annotate tweets as good and

bad news we apply this approach to filter tweets that are not
news at all and so avoid our annotators spending valuable
time on annotating tweets that are not our target.

4https://www.figure-eight.com/

We ask three annotators5 to classify the selected
examples into good and bad news. We also al-
lowed a third category cannot say. We computed
Fleiss’ kappa Fleiss (1971) on the trial dataset for
the three annotators. The value is 0.605 which in-
dicates rather a high agreement. We used 247 in-
stances agreed by all the three annotators as test
questions for the crowdsourcing platform.

During the crowd annotation, we showed each
annotator 5 tweets per page and paid 3 US Cents
per tweet. For maintaining quality standards, in
addition to the test questions, we applied a re-
striction so that annotation could be performed
only by people from English speaking countries.
We also made sure that each annotation was per-
formed maximum by 7 annotators and that an an-
notator agreement of min. 70% was met. Note if
the agreement of 70% was met with fewer anno-
tators then the system would not force an anno-
tation to be done by 7 annotators but would fin-
ish earlier. The system requires 7 annotators if
the minimum agreement requirement is not met.
We only choose instances that are annotated by at-
least 3 annotators. In addition to the good and bad
news categories we also ask annotators to manda-
tory provide their confidence score (range between
0-100%) for the label they have annotated6. We
discarded all the tweets where we did not have
at least 3 annotators with each having min. 50%
confidence value. We also discarded tweets that
are annotated by less than three annotators. We

5All are post-graduate students who are fluent in English
and use Twitter to post information on a daily basis.

6We found this strategy better than providing the option
cannot say and later allowed us to discard annotations where
the confidence score was less than 50%.

https://www.tweepy.org
https://www.figure-eight.com/
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use a total 7,212 tweets to annotate. After all fil-
terings, we remained with 6,853 instances which
were classified as good and bad news. Topic-wise
number of successful annotations are displayed in
the fourth column of Table 1.

Inter Annotator Agreement To calculate
agreement between the annotators of the crowd-
sourcing annotation results, we select the top
three confident annotator labels for each sample.
Based on this, we record an agreement of 0.614
as Fleiss’ Kappa (Fleiss, 1971) score indicating a
good agreement among the annotators. We also
claim stability in our annotation task because of
the score similarity with that of trail annotation.

5 Method

We experiment with several machine learning ap-
proaches and features. Before using the tweets in
decision making, we also apply a simple prepro-
cessing on them. In the following, we briefly out-
line these.

5.1 Preprocessing

We use the ArkTokenizer (Gimpel et al., 2011) to
tokenize the tweets. In addition to tokenization,
we do lowercasing and remove digits if available
in text.

5.2 Features

We extract nine features for each tweet and di-
vide them into Structural, TF-IDF and Embed-
dings features.

5.2.1 Structural features

Emoticons: We extract all the emoticons from
the training data and use them as a binary feature,
i.e. does a tweet contain a particular emoticon or
not.

Interjections: We use existing list of interjec-
tions7 and use them similar to Emoticons as binary
feature.

Lexicons: We use existing positive and negative
lexicons8 and use them as a binary feature.

7https://www.vidarholen.net/contents/
interjections/

8http://www.cs.uic.edu/˜liub/FBS/
sentiment-analysis.html

Sentiment: We use the textblob9 tool to com-
pute sentiment score over each tweet. The score
varies between -1 (negative) to 1 (positive).

POS-Tag: This feature includes 36 different
pos-tags (uni-gram) and are used as binary fea-
tures.

Significant terms: Using tf-idf values we also
extract the top 300 terms (uni-gram and bi-gram,
300 in each case) from the training data and use
them as binary features. Note, we extract for good
and bad news separate uni-grams and bi-grams.

Tweet Characteristics: This feature contains
tweet specific characterstics such as the number
of favorite counts, tweet replies count and number
of re-tweets.

5.2.2 TF-IDF
In this case, we simply use the training data to cre-
ate a vocabulary of terms and use this vocabulary
to extract features from each tweet. We use tf-idf
representation for each vocabulary term.

5.2.3 Embeddings
Finally, we also use fasttext based embedding
(Mikolov et al., 2018) vectors which are trained
on common crawl having 600 billion tokens.

5.3 Classifiers

We investigate 8 classifiers for our task including
Multi-Layer Perceptron (MLPC), Support Vector
Machine with linear (LSVC) and rbf (SVC) ker-
nel, K Nearest Neighbour (KNN), Logistic Re-
gression (LR), Random Forest (RF), XGBoost
(XGB) and Decision Tree (DT). In addition, we
also fine-tune BERT-base model (Devlin et al.,
2018). Each classifier, except the BERT, has been
trained and tested on each possible combination of
the three feature types.

6 Results

Overall results We performed a stratified 5-
fold cross-validation. We evaluate each result-
ing model on a held-back development dataset
containing 264 good news postings and 764 bad
news ones. The 5-fold cross validation has been
performed on the training data containing 4,332
bad news and 1,493 good news instances. For

9https://textblob.readthedocs.io/en/
dev/

https://www.vidarholen.net/contents/interjections/
https://www.vidarholen.net/contents/interjections/
http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
https://textblob.readthedocs.io/en/dev/
https://textblob.readthedocs.io/en/dev/
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Feature set SVC XGB LSVC KNN RF MLPC DT LR

Structural .78 .78 .77 .77 .77 .63 .74 .78
Embeddings .88 .86 .87 .86 .85 .85 .72 .87
TF-IDF .86 .85 .86 .83 .84 .84 .83 .87
Structural + Embeddings .86 .85 .87 .79 .86 .86 .78 .87
Structural + TF-IDF .87 .87 .87 .80 .87 .86 .81 .87
Embeddings + TF-IDF .89 .87 .89 .87 .88 .87 .81 .89
ALL .88 .88 .89 .82 .87 .86 .82 .88

BERT-base model with its pre-trained embedding features: .92

Table 2: F1(macro) scores of different classifiers on different feature types evaluated on the test data. Multi-
Layer Perceptron (MLPC), Support Vector Machine with linear (LSVC) and rbf (SVC) kernel, K Nearest
Neighbour (KNN), Logistic Regression (LR), Random Forest (RF), XGBoost (XGB) and Decision Tree
(DT).

each model, we use grid-search method to se-
lect the hyper-parameters with best model’s effi-
ciency. The results reported are those obtained on
the test data and are summarized in Table 2. Over-
all we see that the performances of the classifiers
are all highly satisfactory. Among the more tra-
ditional approaches, the best performance is ob-
tained through SVC, LSVC, and LR. We see also
that these approaches work best when embeddings
along with tf-idf features are used, although LSVC
achieves the same results when all features are
used. However, the best performance is achieved
with the BERT-base model leading to 92% F1

score. We computed also significance test using
paired t-test between BERT and more traditional
machine learning approaches10. However, after
Bonferroni correction (p < 0.007) we found no
significant difference between BERT and the other
systems.

Structural feature analysis We also evaluate
the structural features of the task independently
(Figure 3). For this, we use the SVC classifier as it
is one of the best performing traditional methods.
From the figure, we see that the significant term
feature gives the best performance. The difference
to the other features is greater than the 23% F1

score. The differences are also significant after
Bonferroni correction (p < 0.008). In Table 3
we list some frequent uni-grams from the signif-
icant good and bad term lists. From the table, we
see that the terms are certainly good indicators for
distinguishing between the two classes.

10We always use the best result for every system.

Bad news Good news

fake services
racism cured
fox resistant
attack energy
migrants support
fears arrested

Table 3: Top uni-grams from the good and bad
news significant term lists.
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Figure 3: Structural features’ performance using
the SVM classifier evaluated on the test set.
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Figure 4: Out-of-domain performance of different
systems.

Sentiment for good-vs-bad news We also
tested whether sentiment score can predict good
vs. bad news as Naveed et al. (2011) found a re-
lationship between these two. For this, we use the
textblob sentiment scorer and classify any tweet
as good news when its sentiment score is greater
than 0 otherwise bad. Using this strategy we could
only achieve an F1 score of 55%. This shows that
tackling the good/bad news classification task us-
ing sentiment scores is not appropriate. This also
confirms the findings of Balahur et al. (2010).

Out-of-domain experiments We also investi-
gate how stable the models are when they are
trained on in-domains and tested on out-of-domain
data. For this purpose, we split our dataset into a
training set consisting of all examples except in-
stances belonging to the health category. We use
four of the best-performing systems (BERT, SVC,
LSVC, and LR) to train on this training set. The
resulting models are tested on the held-out health
data. Results are shown in Figure 4. From Figure
4 we see that BERT is stable and achieve an F1

score of 84%. The performance of the other sys-
tem drop by a great margin to the max. 67% F1

score. From this, we can conclude that BERT is a
better system to use for good-vs-bad Twitter news
classification.

Detailed analysis on BERT Our overall but also
the out-of-domain experiments show that BERT is
outperforming the more traditional machine learn-
ing approaches. On the overall (1,028 testing in-
stances) results, BERT fails only to classify 63
cases correctly. Using t-SNE distribution (van der
Maaten and Hinton, 2008), we analyse BERT’s

12th layer embedding vectors (having 300 dimen-
sions) for random 100 test points (Figure 5). The
analysis shows that BERT can classify semantics
of good and bad news instances correctly even the
instances are in proximity. From Figure 5, we see
that mostly outliers are misclassified.

7 Conclusion and Future Work

In this paper, we presented a new dataset having
6,853 tweet post examples annotated with good
and bad news labels. This dataset will be publicly
available for the research community. We also pre-
sented a comparative analysis of supervised clas-
sification methods. We investigated nine differ-
ent feature types and 8 different machine learning
classifiers. The most robust result in our analysis
was the contribution of the BERT-base model in
in-domain but also in out-of-domain evaluations.
Among structural features, significant terms sig-
nificantly outperform the rest. We also showed
that sentiment scores are not appropriate to clas-
sify good-vs-bad news.

In our future work, we plan to expand our inves-
tigation by including other features. We also plan
to propose this model for the good-bad classifica-
tion of news articles.
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