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Abstract

In this paper an automatic morphology
learning system for complex and agglu-
tinative languages is presented. We pro-
cess complex agglutinative morphology
of Indian languages using Adaptor Gram-
mars and linguistic rules of morphology.
Adaptor Grammars are a compositional
Bayesian framework for grammatical in-
ference, where we define a morphologi-
cal grammar for agglutinative languages
and morphological boundaries are inferred
from a corpora of plain text. Once it pro-
duces morphological segmentation, regu-
lar expressions for orthography rules are
applied to achieve final segmentation. We
test our algorithm in the case of three com-
plex languages from the Dravidian family
and evaluate the results comparing to other
state of the art unsupervised morphology
learning systems and show significant im-
provements in the results.

1 Introduction

Morphological processing is an important step for
natural language processing systems, specially for
morphology-rich or agglutinative languages. In
morphological processing a word is segmented in
corresponding morphemes that are required for
later stages of language processing. Most of the
morphological systems are hand-built, which is
a time consuming and costly process —e.g. fi-
nite state methods based morphology learning
(Beesley, 1998). For this reason, least resourced
languages lack this important component which
act as major hurdle for building NLP systems.
Unsupervised learning of morphology is a solu-
tion for dealing with this problem. In the case of
unsupervised morphology learning systems —refer
to (Hammarstrém and Borin, 2011) for details—,
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morphology of languages is learned using a cor-
pus of plain text using statistical measures. Un-
supervised morphology learning systems produce
state-of-the-art results for many languages, such
as English and Finnish (Creutz and Lagus, 2005;
Goldsmith, 2001). In the case of Dravidian lan-
guages, poor results are obtained because of lack
of knowledge of orthographical and morphological
complexities, such as Sandhi, a morpho-phonemic
change that happens in boundaries of word or mor-
pheme concatenation.

Our method is a combination of statistical and
rule based methods. The orthography related is-
sues are solved by using a set of orthographic rules
in the form of finite state transducer, which is rule
based and morphological segmentation is achieved
using statistical model of morphology based on
Adaptor Grammar.

Adaptor Grammars are Bayesian non parametric
models that can be used to learn linguistic struc-
tures. They are non parametric version of Prob-
abilistic Context Free Grammar (PCFG). It is de-
signed for unsupervised structure learning and suc-
cessfully used in various natural language process-
ing applications, such as word segmentation. We
use Adaptor Grammars to learn model of morphol-
ogy and once the model produce output we use reg-
ular expressions created from morphological rules
and orthography to refine the results. The major
idea behind the model is as these languages are ag-
glutinated, suffixes are stacked to together to cre-
ate a large word sequence. It indicates as the length
of the word increase more number of morphemes
are present in the word. With this intuition we
define a model of morphology. We test our sys-
tem on three major languages from Dravidian fam-
ily. We choose three highly agglutinative and in-
flected languages from the family for experimen-
tation such as Tamil, Malayalam and Kannada.

The structure of the paper as follows: In Sec-
tion 2.1, we briefly discuss morphological prop-
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erties and orthography of main languages in Dra-
vidian family that make unsupervised learning dif-
ficult. In Section 2.2, we give an informal defi-
nition of Adaptor Grammars and inference proce-
dure. In the following Section 4, we give the de-
tails of Adaptor Grammar model on Dravidian lan-
guages. The details of experiments and data used
for experiments are explained in section 5. This
section also includes a comparison of results with
state of the art systems. Last section concludes the
paper with future research directions.

2 Background

2.1 Challenges Related to Dravidian
Languages

Dravidian languages are highly agglutinative like
Turkish and inflected like Finnish. The major
ones of the family are Tamil, Telugu, Kannada and
Malayalam. They are major languages of southern
part of India having millions of native speakers. In
this study we focus on Tamil, Kannada and Malay-
alam.

These languages use alpha syllabic writing sys-
tems in which vowels are represented in the form
of dependent symbols to consonant symbols i.e.
consonant symbols are ligatures. The vowel sym-
bols also can occur in the atomic form if they are
not connected to consonants. For example, in the
case of Malayalam (Taylor and Olson, 1995), (&
ka) represents a consonant ligature consisting of
(& k) and a short vowel (@o a). As these lan-
guages use alpha syllabic writing system, symbols
are syllables instead of individual characters like
in English, and phonological changes occur during
the concatenation of morphemes and words, result-
ing in a change in orthography. This process ref-
ereed as Sandhi changes. For example (Steever,
1998), in the Tamil word (s, nari, fox) + (<
3a) — (pflw nariya, Is it a fox?). The syllable
(=, a, (interrogative)) suffers a change in script
and is changed to (wm, Y3).

They also contain large number of diacritics and
digraphs. As a result, morpheme boundaries are
marked at syllabic level. Dravidian languages are
agglutinative and generate long word sequences
with orthographic changes. All these languages
are highly inflected: nouns inflected with cases,
gender, number and post positions. Verbs are in-
flected with tenses, mood , aspect and gender.

* (ersgiLiygeunns,  Eluttupplirvamaka,

writing)
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* (oJdoviossen oy s
purttiyakkikkaliiifiu, finished)

Compounding is another challenge in unsuper-
vised morphology learning of these languages.
Dravidian languages can generate a large number
of compounds, which can in turn become com-
ponents of larger compounds (Mohanan, 1986).
For example; a compound word from Malayalam
(ammayiamma, mother-in-law) is a combination of
two stems (ammayi, aunt) and (amma, mother).

These languages contain co-compounds and
sub-compounds with phonological changes (Inke-
las, 2014), Some examples from Malayalam:

e kattilemaram forest-tree (tree forest)
* tivanti fire-vehicle (train)

Here the word kattilemaram is a sub-
compound since it is a combination of stems
(kattile - forest, and maramn - tree). The word
tIvanti isaco-compound because it contains just
ahead (vanti - vehicle) and a modifier (tI - fire).
Named entities and proper names are also inflected
and agglutinative with cases and number mark-
ers. It becomes more difficult when the named
entity is a loaned foreign word. E.g., in Malay-
alam kampyGttarinre is the combination of an
English word computer and Malayalam genitive
case marker.

2.2 Adaptor Grammar

An  Adaptor Grammar is a 7-tuple
(N,W,R,S,0,A,C), where (N,W,R,S,0)
is a PCFG with a set of non terminals N, a set
of terminals W, starting symbol S € N, and a
set of rewriting rules R where each r € R has
probability 6, € . A C N is a set of adapted non
terminals, and C' is a vector of adaptors indexed
by elements of A, such that C'y is an adaptor for
adapted non terminal X € A, thatis, Cx is a
mapping from the set T'x of sub trees with root X
to a base probability distribution Hx, determined
by the probabilities of PCFG rules expanding X.
Inference on the model is done using Markov
Chain Monte Carlo techniques. For technical
details see (Johnson et al., 2007)

Various non parametric probabilistic processes
can be used as adaptors, like Dirichlet Process.
Johnson uses Dirichlet Process as adaptor for word
segmentation of Sesotho (Johnson, 2008).



3 Related Work

Recent research in morphology learning has
shifted to semi-supervised learning, obtaining bet-
ter results than fully unsupervised learning, such
as (Kohonen et al., 2010a) and (Kohonen et al.,
2010b). But In the case of Indian languages un-
supervised morphology is rarely applied. As state
of the art morphology learning systems give good
results in the case of European languages, there
are some efforts to test Dravidian languages on
these systems. But obtained results are rather poor
(Bhat, 2012). These studies give an idea of a rule
and statistics based model that can work well on
Indian languages. In the case of Adaptor Gram-
mars, they are applied to various NLP tasks such
as: Word segmentation (Johnson, 2008), named
entity recognition (Elsner et al., 2009), and ma-
chine transliteration (Wong et al., 2012).

4 Adaptor Grammars on Dravidian
Languages and Inference Procedure

We use a Pitman-Yor process based adaptor (Pit-
man, 2002) for learning the complex morphology
of Dravidian languages. Pitman-Yor process is
a stochastic model that can be represented in the
form of a Chinese Restaurant Process metaphor.
This representation helps to do inference on the
model. The Pitman-Yor process is used as an adap-
tor that means our non terminals are placed with
prior distribution, which is Pitman-Yor process.
We define a model similar to (Goldwater et al.,
2005), but our model is more complex because
they consider that one word is composed of one
stem and one suffix, which is not a valid assump-
tion in the case of agglutinative languages. In
the case of agglutinative languages, many suffixes
can be stacked together to form a word consist-
ing of many morphemes. Considering this fac-
tor we define a complex model where a stem
can be followed by many suffixes. For instance,
an agglutinative word phrase from Malayalam
sansthanannalileannan can be represented in
a PCFG trees. A PCFQG tree can represent any seg-
mentation of a particular word phrase like san +
sthana + nnalil + e&nnan, but we need only
the right morpheme segmentation, in this case it
is sansth + anannalilea + nnan. Adop-
tor Grammar enable us to learn these tree frag-
ments and allows to define a general model of mor-
phology. From this we define a general model
of the morpheme structure of the languages. We
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model agglutinative morphology using the follow-
ing grammar:

Word — Stem | Stem Suf fizes
Stem — chars

Suffixes — Aspect

Suf fizres — Tenses

Suf fixes — Mood
Suffires — Case

Suf fires — Gender
Suffires — Gender Number
Suf fizres — Gender Case
Suf fixres — Number Case

Gender — chars
Number — chars
Case — chars
Aspect — chars
Tenses — chars

where chars is any sequence of characters, and
Suf fixes is an adapted non terminal. We place
a Pitman-Yor process prior on Suf fixes non ter-
minals. So it can be expanded according to rewrite
rules and a rule probability defined by the Pitman-
Yor Process. Case, Gender, Number, Tense
and M ood are adapted non terminals, which rep-
resent the morphological variations. Each Case,
Gender, Number, Tense Aspect and Mood act
as a submorph as in (Sirts and Goldwater, 2013)
and this grammar is similar to compounding gram-
mar described by them. The tree based model can
represent all possible segmentation. But we place
a Pitman-Yor process on the adapted non terminal
Suf fixzes. It enables the expansion of PCFG tree
in two ways: one based on the PCFG rule proba-
bility, and another based on rule probability sam-
pled from the Pitman-Yor adaptor. Because of the
caching property of the Pitman-Yor process, fre-
quent morphemes are clustered together in tables
of the Chinese Restaurant process. It also impor-
tant to note that word morphemes are not com-
pletely independent entities, since there are vari-
ous interdependencies between them. We consider
bi-gram dependencies so the grammar we defined
above is similar to Collocation Adaptor Grammar
described in (Johnson, 2008), where terminals are
syllables. We use the Metropolis Hasting inference
algorithm described in (Johnson and Goldwater,
2009) for the inference procedure.

4.1 Rule Based Transliteration

We use a simple program that handles orthography
and Sandhi rules. The main idea of the program



Tamil Kannada Malayalam
Token frequency 500K 500 K 500 K
No. Segmented tokens 10K 10K 10K
No. R E expressions 34 62 34
No orthographic rules 89 67 96

Table 1: Corpus information

is to transliterate between native syllabic script in
original texts, and phonetic romanized transcript.
The program works in both directions, and is used
to interface the Adaptor Grammar model with the
input/output texts.

For example: an agglutinated Malayalam word
phrase @pRswogalgELHIIGM is converted
to corresponding ISO romanized form which
is (atayalappetuttukayayirunnu, have been
marked) to get unique phonological representa-
tion. And the unique form is converted to its syl-
labic structure. It is possible to track the Sandhi
changes by converting the script into syllabic form.
The changes can be insertion, deletion or substi-
tution of syllables (e.g. @¢ + @M — avwoery,
malayan, raining). When we convert the ISO
form of the corresponding word all the syllables
that are inserted (@ y) and the vowel in atomic
form (@w @). This distinction is important for han-
dling Sandhi.

We created rules for these orthographic con-
versions. If a syllable indicating vowel is inside
the segmentation we transliterate the correspond-
ing syllable to a dependent vowel. Otherwise the
vowel symbol in atomic form is produced. Rules
handle also consonant digraphs: if two consonants
are together with a marker of diacritic syllable we
produce a digraph character instead of individual
consonants. For example: when a word such as
gujaratt is encountered, we convert the syllable
tt as oo instead of individual t symbols (@ @).

We apply this conversion rules for two purposes:
at first for conversion of orthographic script to syl-
labic form to fed it to the adaptor sampler and af-
ter sampling converting the syllables back to cor-
responding orthographic scripts.

5 Data and Experiments

For testing our method, we have extracted from
Wikipedia and news websites a corpus of five mil-
lion words of each language, and normalized the
fonts to Unicode 6.1 version. The overall corpora
was converted to 8-bit extended ASCII transcrip-
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tion using rule based transliteration. The conver-
sion script works as follows: A Malayalam word
(e.g. om@oHHW ) is converted to tutarcl, where
Unicode character t is converted to ASCII char-
acter t, which represents a syllable in our internal
representation. We keep a single space between
syllables. These syllables act as terminals of our
PCFG trees. We convert 500K unsegmented to-
kens of each language as described above. Named
entities and proper names are not removed, as they
can also be inflected. Then we ran Adaptor Gram-
mar model and inference algorithms for 100 iter-
ations, and the sampled syllables are fed to the
transliteration module, which produces the corre-
sponding orthographic form.

For the evaluation of presented algorithms, we
have morphologically segmented 10K words of
each language', which is manually created. The
details of corpus used in table presented in the
Table 1, The evaluation is based on how well
the methods predict the morpheme boundaries and
calculated as precision, recall and F-score. In-
formation of data used for experiments is pro-
vided in Table 1. We used python suite provided
in the morpho-challenge website for evaluation
purposes. We also trained as baselines Morfes-
sor?, Morfessor-CAP?, and Morepheme++* with
the same amount of tokens. As these software per-
form very well for inflected and agglutinative lan-
guages, such as Finnish and Turkish. All the soft-
ware except Morepheme++ trained with 500 K to-
kens and models are created. The trained models
applied to our 10K words in unsegmented form
and evaluated the results with their morphologi-
cal segmentation in orthographic form. In the case
of Morpheme++, we ran the software on the 10K
test tokens and compared the results with its cor-
responding morphological segmentation in ortho-

! Available in http://anonymized-URL

Zhttps://pypi.python.org/pypi/Morfessor

Shttp://www.cis.hut.fi/project/morpho/morfessorcatmap-
downloadform.shtml

*http://www.hlt.utdallas.edu/ sajib/Morphology-
Software-Distribution.html



graphical form as the system is not model based.

The result of the experiment is presented in Ta-
ble 2. It includes precision (P), recall (R) and F-
score (F) based on the morphological segmenta-
tion produced in orthographic levels. We have per-
formed a manual analysis of results to understand
the improvement in precision and the errors.

Since our method uses a rule based transliter-
ation module, it handles better the orthogra-
phy, which is very important. Other systems
do not considering the digraphs as single en-
tities, and thus, they wrongly segment the di-
graphs, resulting in lower performance.

Also, our system is the only that handles
Sandhi changes.

In the case of Kannada all systems show
good performance because the language has
a smaller amount of digraphs.

When the word stem is a loaned word, all sys-
tems failed to segment it.

6 Conclusion and Future Research

We have presented a semi supervised morphol-
ogy learning technique that uses Adapter Gram-
mars and linguistic rules. And the result show
that a method that is a combination of statistical
and rule based method can give better performance
than a fully unsupervised method in complex lan-
guages. We also show that handling orthography
of Indian languages using rules is useful for han-
dling morpho-phonemic complexities. In the fu-
ture research, we will extend the system to other
languages in the Dravidian family such as Tulu and
Telugu.
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