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Abstract

We developed a system to extract Japanese
anime-related words, i.e., Japanese NEs
(named entities) in the anime-related do-
main. Since the NEs in the area, such as
the titles of anime or the names of charac-
ters, were domain-specific, we started by
building a tagged corpus and then used it
for the experiments. We examined to see
if the existing corpora were useful to im-
prove the results. The experiments con-
ducted using Conditional Random Fields
showed that the effect of domain adap-
tation varied according to the genres of
the corpora, but the filtering of the source
data not only reduced the time for training
but also assisted in the domain adaptation
work.

1 Introduction

Japanese pop culture such as that exemplified by
manga, anime, and gaming has recently gained
popularity with the younger generations. They are
commercially important; if the NEs (named enti-
ties) in the area, such as the titles of the anime and
the names of the character could be automatically
obtained, they would be useful for the product
search, identification, or recommendation. There-
fore, we developed a system to extract Japanese
NEs in these areas using Conditional Random
Fields (CRF). Since the NEs in the area (see Sec-
tion 3), such as the titles of the anime or the names
of the characters, are domain-specific, we build
a tagged corpus in the anime domain (see Sec-
tion 5). We examined to see if the existing cor-
pora were useful with the anime corpus using do-
main adaptation, since tagging of corpora is time-
consuming. The experiments (see Sections 4 and
6) showed that the effect of domain adaptation var-
ied according to the genres of the corpora, but fil-
tering the source data not only reduced the time
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for training but also asisted in the domain adapta-
tion work. The F-measure was the best when the
newspaper and anime corpora were used simulta-
neously with the domain adaptation after the filter-
ing of the newspaper data (see Section 7).

2 Related Work

Named entity recognition (NER), which involves
seeking to locate and classify elements in text
into predefined categories, such as the names of
people, organizations, and locations, has recently
been intensively studied. There are two types
of NER methods, i.e., NER using pattern match-
ing and NER using supervised machine learning.
NER using pattern matching finds elements in text
that match the manually predefined patterns, i.e.,
the character strings that tend to co-occur with
the NEs, e.g., “Mr.” or “University” (Takemoto et
al., 2001). There are some works on analyzing
or creating these patterns; (Lertcheva and Aroon-
manakun, 2011) have analyzed the patterns of the
product names used in Thai economic news. NER
using pattern matching can extract the NEs that
precisely match the patterns, but cannot extract the
NEs that do not match the patterns. Therefore, it
is difficult to use these types of methods in our
system because the anime-related NEs such as the
titles of an anime often do not match the patterns.

On the other hand, NER using supervised ma-
chine learning trains the patterns to extract the NEs
using a tagged corpus. (Yamada et al., 2002) have
carried out NER using a support vector machine
(SVM). (Nakano and Hirai, 2004) have proposed
conducting NER using a bunsetsu feature. Consid-
erable achievements have been made using these
methods. In addition, the Hidden Markov Model
(HMM) and CRF are often used for NER (Pono-
mareva et al., 2007), (Ekbal and Bandyopadhyay,
2007). (Asahara and Matsumoto, 2004) have also
proposed a character-based chunking method to
address the unit problem where NER using su-
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pervised machine learning in Japanese originally
cannot extract NEs that are smaller than mor-
phemes because cascading morphological analy-
sis and chunking is usually used for any NE ex-
traction in Japanese. (An et al., 2003) have auto-
matically collected NE tagged corpora from World
Wide Web to alleviate the problem: building cor-
pus is time-consuming.

There are some works on the adaptation of
NER. (Shen et al., 2003) have investigated the ef-
fective features of a Hidden Markov model-based
NE recognizer for the biomedical domain. (Chiti-
cariu et al., 2010) have improved NER rule lan-
guage (NERL) for the pattern-based domain adap-
tation of NER. (Guo et al., 2009) have proposed
a domain adaptation method using latent semantic
association.

We developed a system to extract Japanese
anime-related words using machine learning
method, i.e., CRF, for this paper. Since our pur-
pose is to use the anime-related words for the
product search, identification, or recommendation,
we only extracted them and did not automatically
classify them into sub-classes. We examined to
see if the existing corpora were useful with the
corpus that we built using domain adaptation and
showed that the filtering of the source data assisted
in the domain adaptation work.

3 Definition of Anime-related Words

We defined the anime-related NEs based on
Sekine’s extended NE hierarchy (Sekine, 2008).
The time and numerical representations were re-
moved because they usually do not appear only in
anime but also in real life. Place names were also
removed because it is difficult to distinguish place
names that appear only in anime from those that
appear in real life.

We had two kinds of anime-related words: in-
terior and exterior. The former contains the titles
of anime and the anime-related NEs that appear
in the anime, and the latter is those that do not,
such as the animators. Our system covered both
of these. The interior anime-related words include
the titles of anime, the names of characters, ani-
mals, imaginary creatures, gods, organizations, fa-
cilities, products, events, natural objects such as
stones, and states such as diseases that appear in
the anime. The exterior anime-related words in-
clude the names of people such as the authors of
the original story, animators, and game creators,
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the names of organizations such as the produc-
tion companies and broadcasting companies, the
names of related products, and the names of rele-
vant sites, related events, and so on. Table 1 lists
some examples of the anime-related words.

4 System to Extract Anime-related
Words

The CRF was used as a sequential labeling method
to extract anime-related words. There are four
steps in the extraction of anime-related words:

1. The parameters are learned through the train-
ing corpus.

2. When the text is input into the system, the
morphological analysis is carried out and the
features are automatically generated.

3. Sequential labeling is carried out using CRF
based on the generated features.

4. The NEs are extracted with tags.

We used the BIESO tags (B-beginning, I-
intermediate, E-end, S-single token concept, O-
outside), for the CRF. Five types of feature, i.e.,
morpheme, Part-of-speech (POS), finer subcate-
gory of POS, character type, and No. of char-
acters were introduced to train the model of the
CRF. They were extracted from the surrounding
words of the target morpheme. We used the char-
acter type as a feature because the Japanese lan-
guage has many types of characters and it seemed
to be related to the ability of the morphemes to be
NEs, especially for anime-related words. The val-
ues of the types are hiragana, katakana, alphabet-
ical letters, Chinese characters, and others includ-
ing punctuation marks. We used the type of the
initial character of the morpheme for this feature.

5 Data

We used an anime corpus that we built for the ex-
periments. The texts consisted of 50 anime arti-
cles from Wikipedia. The morphological analysis
was automatically carried out but the errors in the
word segmentations and the POS tags of personal
names were manually corrected. After that, all the
NEs that we defined above were manually anno-
tated. We used the extended NE tagged corpora
(Hashimoto et al., 2008), which were based on the
Balanced Corpus of Contemporary Japanese (BC-
CWIJ) (Maekawa, 2008), for a reference when we
built the corpus.



Detailed conception \ Example \ Translation or Explanation

Name of animal character AN Pochi(Dog’s name)
Name of special weapon | 7> (LD Kame Hame Ha
Name of character TE K Yadomi Zhinta
Nickname of character CAT-A Zintan

Table 1: Examples of a

The anime-related NE tagged BCCWJ were
created based on the extended NE tagged corpora
on BCCWI and they were also used for the train-
ing data. We investigated to see if they could be
used for the training data on their own and could
be used with the corpus that we built with and
without domain adaptation. Table 2 summarizes
the number of characters, morphemes, NEs, and
O tags in the anime corpus and the BCCWJ. The
number of O tags after filtering, where all the
tokens with an O tag outside of the window of the
NEs were filtered out, is also itemized in the table.
The genres we used in the BCCWJ are Q&A
sites, blogs, novels, magazines, and newspapers.
Although the POS were manually annotated on
the corpora, the morphological analysis was auto-
matically carried out on them when we used them
for the training data; the POS tags should be the
same as the anime corpus to train the CRF. After
that, the morphemes that have NE tags similar
to those of the anime corpus were listed. Then,
the BIESO tags were automatically annotated on
all the morphemes in the BCCW]J, based on their
orthography or spelling using the list of NEs.
The NE tags that we used were Product_Other,
Character, Doctrine_Method_Other, Company,
Broadcast_Program, Occasion_Other, Person,
Show_Organization, Movie, Company_group,
School, Organization_Other, Country, Music,
Offense, Book, National Language, Event_Other,
Class, Food Other, Corporation_Other, Eth-
nic_Group_Other, Animal _Disease, Period_Other,
Award, Clothing, Magazine, Military, and
Name _Other.

Although the NEs that are irrelevant to anime
are not tagged on the anime corpus, because they
are outside the scope of our research, the BCCWJ
contains many of them. Therefore, the anime cor-
pus has many NEs whose POS subcategories are
proper name whereas the BCCWIJ have many gen-
eral noun ones.
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nime-related words

6 Experiment

CRF++ ! and MeCab 2 were used as the CRF tool
and as a morphological analyzer, respectively. The
morphemes were used as tokens in CRF++ and
each of the alphabetical words was processed as
one token. The parameters f and ¢ in CRF++ were
set to two and one, respectively, according to the
results from preliminary experiments.

We used three types of features, i.e., the mor-
phemes, the POS, and the finer subcategory of
POS inside a window size of 5, the character type
inside a window size of 3, and the number of the
characters inside a window size of 1. These win-
dow sizes were determined according to the results
from preliminary experiments.

Table 3 specifies an example of the tagged
anime corpus. The meanings of the morphemes
are also shown in the table for reference. If “iif
V" (Fight) was the target morpheme, the features
within “#7[E” (Empire), “&” (Against), “H\ "
(Fight), “. 7 (,). and “A%1” (Unknown) are used
for the three types of features, the features within *
&7 (Against), “Bk\\” (Fight) and, “, ” (,) are used
for the character type, and the features within “H
V'’ (Fight) are used for the number of the charac-
ters.

We used input-level unigrams, bigrams, tri-
grams, and 4grams for the POS and the finer sub-
categories of POS within the window size of 5.
However, only the unigrams in the window size of
5 and the bigrams in the window size of 3 were
used for the morphemes, because their combina-
tion number would be extremely large. The com-
bination of the POS and the finer subcategory of
POS of the target morpheme, and the combina-
tions of the previous output and target morpheme
were also used in all the experiments. When the
character type and the number of characters were
used, POS and morpheme combination, and that
of the finer subcategory of POS and the morpheme

"http://erfpp.googlecode.com/svn/trunk/doc/index.html

*http://mecab.googlecode.com/svn/trunk/mecab/doc/index html



Type Anime \ Q&A site | Blog Novel | Magazine | Newspaper

Total No. of characters 44,829 177,636 | 189,474 | 369,345 388,941 56,2206
Total No. of morphemes 26,948 108,182 | 116,885 | 228,721 236,369 353,882
Total No. of NEs 1,570 2,202 4,173 5,042 7,758 13,629
NEs of S tag 742 1,282 2,772 3,163 4,409 6,928

NEs of BIE tags 828 920 1,401 1,879 3,349 6,701

O tags 23,824 104,377 | 109,922 | 220,753 222,259 327,939

O tags after filtering No filtering 7,792 | 14,013 | 18,228 27,080 47,324

Table 2: No. of characters, morphemes, NEs, and O tags in BCCWJ and anime corpus

of the target morpheme were also used. Five-fold
cross validation ® was used in the experiments.

We examined to see if the existing corpora, the
BCCW]J, were useful for extracting anime-related
words, and if they were useful for the training data
on their own and together with the anime corpus,
using domain adaptation. The experiments were
carried out without domain adaptation, as a refer-
ence. (Daumé III, 2007) was used as the domain
adaptation method, where an input space was aug-
mented and general, source-specific, and target-
specific triple length features were made. The
mappings were ®,(z) =< z,2,0 >, ®(z) =<
x,0,z > , where ®4(z) and ®;(x) denoted the
mappings to map the source and target data, re-
spectively, < = > R was the original input,
and 0 =< 0,0, ...,0 >€ R was the zero vector.

We also investigated to see if the filtering of the
source data, where all the tokens with an O tag out-
side of the window of the NEs were filtered out,
assisted in the domain adaptation work. We as-
sumed the recall would be improved when many
tokens with O tags were filtered out.

7 Results

The experimental results, i.e., the tag accuracy,
the recall, the precision, and the F-measure, ac-
cording to the corpora and the filtering on a sin-
gle corpus are listed in Table 4. The experimen-
tal results according to the corpora and the fil-
tering when the anime corpus and BCCWJ were
used together with a simple augmentation and us-
ing Daumé’s method of domain adaptation, re-
spectively, are summarized in Tables 5 and 6. The
results in bold denote the results that were supe-
rior to those of the system trained using only the
anime corpus and the underline means the value is

3The full source corpus and the four fifth anime corpus

were used for the training and the rest one fifth anime corpus
was used for the test.
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the best result overall.

The recall, precision, and F-measure were eval-
uated based on chunks. In other words, the NEs
with a BIE tag are correct only if all the tags from
the initial B to the last E in the chunk are correct.
The tag accuracy is the number of correct tags in
the total number of tags.

8 Discussion

First, let us focus on the results with no filtering.
The results listed in Table 4 show that the recalls
are very low and the precisions are not very good
when the BCCW] are used for the training on their
own. According to Table 5, when the BCCWIJ
and anime corpus are used together using simple
augmentation, the recalls are not very good but
the precisions are comparable to (The average is
slightly better than) the results when using only
the anime corpus. Finally, the results in Table 6
show that the recalls are slightly better than and
the precisions are slightly worse than the results
when only the anime corpus is used. However,
the averaged F-measure is slightly worse than that
of the anime corpus. These results show that the
domain adaptation slightly improved the recalls
and reduced the level of precision and that the F-
measures did not change very much.

Next, let us consider the experimental results
when using the filtering. The results in Table 4
show that the recalls greatly improved but the pre-
cisions considerably decreased when the filtering
was used. We think this is because many tokens
with O tags were deleted; it makes the system ex-
tract more NEs. We can see from Table 5 that
the situation is almost the same, when the cor-
pora are used together with the simple augmen-
tation: the recalls improved but the precision de-
creased when the filtering was used, which has no
effect on the F-measures. According to Table 6,
the improvement of the recalls is not very large



Meaning ‘ Morpheme ‘ POS Finer subcategory of POS | Char. type | N of Chars | Tag
Yamato Y~k Noun | Proper name-organization | Katakana 3 S
Topic-marking [ Particle Linking particle Hiragana 1 0
Gamirasu HITA Noun General Katakana 4 B
Empire s Noun General Chinese 2 E
Against s Particle Case-marking-general Hiragana 1 0
Fight R Verb Independent word Chinese 2 0
, . Mark Punctuation Punctuation 1 o
Unknown AR Noun General Chinese 2 0
Of D Particle Adnominalize Hiragana 1 0
Universe FH Noun General Chinese 2 0
Space 22 [H Noun General Chinese 2 )
In \Z¥F % | Particle | Case-marking-collocation | Hiragana 4 0
Obstacle i Noun General Chinese 2 0
Object-marking % Particle Case-marking-general Hiragana 1 0
Overcome 2N cid Verb Independent word Chinese 4 0
Table 3: Example of tagged anime corpus
Filtering \ Corpora Tag accuracy | Recall | Precision | F-measure
No Anime 94.92% 68.47% | 84.65% 75.70%
No Q&A site 91.59% 33.95% | 70.88% 45.91%
No Blog 92.19% 42.80% | 77.42% 55.13%
No Novel 93.16% 48.28% | 82.93% 61.03%
No Magazine 93.50% 48.47% | 86.18% 62.05%
No Newspaper 92.64% 46.31% | 76.69% 57.74%
No Avg. 92.62% 43.96% | 78.82% 56.37%
Yes Q&A site 78.76% 72.04% | 26.57% 38.82%
Yes Blog 81.36% 7713% | 30.95% 44.17%
Yes Novel 93.07% 80.45% | 30.20% 60.45%
Yes Magazine 83.19% 80.83% | 32.29% 46.15%
Yes Newspaper 81.76% 76.11% | 30.23% 43.27%
Yes Avg. 81.36% 77.31% | 30.05% 43.27%

Table 4: Experimental results according to corpora and filtering on single corpus

Filtering ‘ Corpora Tag accuracy | Recall | Precision | F-measure
No Q&A 94.55% 62.80% | 83.56% 71.71%
No Blog 94.40% 61.85% | 84.14% 71.29%
No Novel 94.36% 61.15% | 85.18% 71.19%
No Magazine 94.62% 60.06% | 88.13% 71.44%
No Newspaper 94.24% 58.79% | 83.08% 68.85%
No Avg. 94.43% 60.93% | 84.82% 70.90%
Yes Q&A 94.21% 75.10% | 70.85% 72.91%
Yes Blog 94.70% 76.43% | 73.22% 74.79%
Yes Novel 94.33% 77.96% | 68.88% 73.14%
Yes Magazine 94.38% 79.68% | 69.38% 74.18%
Yes Newspaper 93.75% 78.09% | 66.20% 71.65%
Yes Avg. 94.28% 77.45% | 69.71% 73.33%

Table 5: Experimental results according to corpora and filtering using simple augmentation
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Filtering \ Corpora Tag accuracy | Recall | Precision | F-measure
No Q&A 94.99 % 69.17% | 83.73% 75.76 %
No Blog 94.95 % 69.36% | 83.26% 75.68%
No Novel 94.95 % 68.98% | 83.63% 75.60%
No Magazine 94.80% 68.09% | 83.19% 74.89%
No Newspaper 94.89% 69.11% | 83.59% 75.66%
No Avg. 94.92% 68.94% | 83.48% 75.52%
Yes Q&A 94.95 % 69.30% | 83.95% 75.92%
Yes Blog 95.01% 68.92% | 83.42% 75.48%
Yes Novel 95.00% 69.55% | 83.94% 76.07 %
Yes Magazine 95.11% 69.62% | 84.53% 76.35%
Yes Newspaper 95.08 % 70.13% | 83.92% 76.41 %
Yes Avg. 95.03% 69.50% | 83.95% 76.05%

Table 6: Experimental results according to corpora and filtering using domain adaptation

but the decrease in the level of precision is also not
very large, because the degree of improvement in-
creased and the degree of decrease lessened when
using the filtering. However, the F-measures im-
proved. These results show that the filtering with
domain adaptation could improve the recalls while
not affecting the level of precision too much.

Method Filtering S BIE

Original No 436.8 436.2
Original Yes 2,279.0 | 1,768.0
Simple aug. No 589.6 538.8
Simple aug. Yes 883.4 863.6
DA No 658.0 638.6
DA Yes 663.6 636.2

Table 7: Averaged number of NEs that system out-
put

As described above, the filtering made the sys-
tem extract more NEs. Table 7 lists the averaged
number of the NEs that the system extracted. The
filtering did not affect the number of NEs that the
system output when domain adaptation was used,
but the numbers of correct answers increased by
the filtering.

The results in Tables 4, 5, and 6 show that only
the systems using domain adaptation can outper-
form the system trained using only the anime cor-
pus. In addition, the results in Table 6 show that
the effect of the domain adaptation varies accord-
ing to the genre of the corpora; only the Q&A site
data could improve the F-measure of the system
without filtering. However, the other results in this
table show that four-fifths of the system improved
the F-measures. The F-measure was the best when

the newspaper and anime corpora were used to-
gether using the domain adaptation after the news-
paper data was filtered.

Finally, the filtering has another advantage: the
time for training, which was reduced to only 15%
of that of the system trained with full corpora.

9 Conclusion

We developed a system to extract Japanese anime-
related words using CRF and examined to see if
the corpora whose genre were not anime were use-
ful for improving the results. We investigated to
see if they could be used for the training data on
their own and could be used with the anime cor-
pus that we built with and without domain adap-
tation. We also examined to see if the filtering of
the source data, where all the tokens with an O
tag outside of the window of the NEs were filtered
out, assisted the domain adaptation work. The ex-
periments showed that (1) the non-anime corpora
could improve the F-measure when they were used
with the anime corpus using only domain adapta-
tion, (2) the effect of the domain adaptation varies
according to the genre of the corpora, and (3) the
domain adaptation with the filtering improved the
recalls without effecting the level of precision too
much, which improved the F-measure. Moreover,
the training time was reduced to only 15% of that
of the system trained with full corpora.
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