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Abstract

There tends to be a substantial propor-
tion of reviews that include explicit textual
comparisons between the reviewed item
and another product. To the extent that
such comparisons can be captured reliably
by automatic means, they can provide an
extremely helpful input to support a pro-
cess of choice. As the small amount of
available training data limits the develop-
ment of robust systems to automatically
detect comparisons, this paper investigates
how to use semi-supervised strategies to
expand a small set of labeled sentences.
Specifically, we use structural alignment,
a method that starts out from a seed set
of manually annotated data and finds simi-
lar unlabeled sentences to which the labels
can be projected. We present several adap-
tations of the method to our task of com-
parison detection and show that adding
the found expansion sentences slightly im-
proves over a non-expanded baseline in
low-resource settings, i.e., when a very
small amount of training data is available.

1 Introduction

Sentiment analysis is an NLP task that has re-
ceived considerable attention in recent years. If we
consider the actual situations in which people are
interested in aggregated subjective assessments of
some product (or location, service etc.) by other
users, a typical scenario is that they are in the pro-
cess of making some choice – such as a purchase
decision among a set of candidate products. It is
clear that for this decision a plain polarity scor-
ing for entire review texts is of limited use and we
need a more detailed analysis. In this work, we
focus on what is presumably the most useful kind
of expression when it comes to supporting a pro-

cess of choice: there tends to be a substantial pro-
portion of reviews (about 10% of sentences) that
include explicit textual comparisons, e.g., “X is
better than Y”. To the extent that such subjective
comparisons can be captured reliably by automatic
means, they can provide an extremely helpful ba-
sis for coming up with a decision.

The analysis of comparisons has the disad-
vantage that data for supervised training can no
longer be derived from star ratings. Existing man-
ually annotated sentiment analysis data sets in-
clude some proportion of comparisons, however,
for a reliable supervised training, a larger data
set is required. Moreover, vocabulary differences
across product categories make it advisable to use
domain-specific training data.

If enough (human and/or financial) resources
are available, the most effective approach is of
course to invest in quality-controlled manual an-
notation of a relatively large amount of training
data. However, since the higher-level semantic
structure of comparisons as they appear in reviews
is clear-cut, the problem setting could respond fa-
vorably to weakly supervised training strategies
that start out from a seed set of manually annotated
data. The experiments we present in this paper are
exploring this very question.

Comparisons can be mapped to a predicate-
argument structure, so we cast the task of detect-
ing them as a semantic role-labeling (SRL) prob-
lem (Hou and Li, 2008; Kessler and Kuhn, 2013).
Starting with a small set of labeled seed sentences,
we use structural alignment (Fürstenau and Lap-
ata, 2009), which has been successfully applied to
SRL, to automatically find and annotate sentences
that are similar to these seed sentences as a way to
get more training data.

There are several challenges that make our task
different from a typical SRL setting: Our data
is not news, but user-generated data (product re-
views), which is much more noisy. We have a
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smaller, more fixed set of roles for the arguments
(two entities that are compared in some aspect),
but these arguments are further away from the
predicates. And, like all sentiment-related task, we
have to deal with subjectivity.

In this work we want to investigate whether
structural alignment can successfully be used for
getting additional training data for the task of com-
parison detection. We present some adaptations
of the method to our task of comparison detection
and experiment with varying numbers of seed sen-
tences and gathered expansion sentences.

2 Related work

Sentiment analysis has in recent years moved from
the document-level prediction of polarity or star
rating to a more fine-grained analysis. Jindal
and Liu (2006a) are the first to specifically distin-
guish comparison sentences from other sentences
in product reviews. In follow-up work, Jindal and
Liu (2006b) detect comparison arguments with la-
bel sequential rules and Ganapathibhotla and Liu
(2008) identify the preferred entity in a ranked
comparison. Xu et al. (2011) use Conditional Ran-
dom Fields in relation extraction approach. We
follow previous work (Hou and Li, 2008; Kessler
and Kuhn, 2013) and tackle comparisons with a
SRL approach, but move from a completely su-
pervised setting to a semi-supervised one.

Several unsupervised or weakly supervised ap-
proaches have been presented for SRL. Gildea and
Jurafsky (2002) – the first work that tackles SRL
as an independent task – use bootstrapping, where
an initial system is trained on the available data,
applied to a large unlabeled corpus, and the re-
sulting annotations are then used to re-train the
model. Abend et al. (2009) do unsupervised ar-
gument identification by using pointwise mutual
information to determine which constituents are
the most probable arguments. Other approaches
use the extensive resources that exist for SRL as
a basis, e.g., Swier and Stevenson (2005) leverage
VerbNet which lists possible argument structures
allowable for each predicate. For comparison de-
tection we do not have extensive resources to tap
into. We do however think that a small seed set of
comparison sentences can be annotated in reason-
able time for any new domain or language. This
set may not be sufficiently large for bootstrapping,
but it can be used as an initial seed set. In this
work, we use structural alignment (Fürstenau and

Lapata, 2009) to expand this seed set with similar
sentences in a semi-supervised way.

3 Approach

The goal of our work is to get more training data
for comparison detection in a semi-supervised
way. We implement structural alignment proposed
by Fürstenau and Lapata (2009) and Fürstenau and
Lapata (2012), a method for finding unlabeled sen-
tences that are similar to existing labeled seed sen-
tences (originally proposed for SRL). The basic
hypothesis is that predicates that appear in a simi-
lar syntactic and semantic context will behave sim-
ilarly with respect to their arguments so that the
labels from the seed sentences can be projected to
the unlabeled sentences. These newly labeled sen-
tences can then be used as additional training data.

3.1 Outline of structural alignment

Given a small set of labeled sentences (seed cor-
pus) and a large set of unlabeled sentences (expan-
sion corpus). We collect expansion sentences for a
predicate p of a seed sentence s with the follwing
steps for every unlabeled sentence u.

1. Sentence selection: Consider u iff it contains
a predicate compatible with p.

2. Argument candidate creation: Get all argu-
ment candidates from s and from u.

3. Alignment scoring: Score every possible
alignment between the two argument candi-
date sets.

4. Store best-scoring alignment and its score iff
at least one role-bearing node is covered.

When all unlabeled sentences have been pro-
cessed, we choose the k sentences with the high-
est alignment similarity scores as expansion sen-
tences for the seed predicate p. We project the la-
bels of the arguments in the seed sentence onto
their aligned words in these unlabeled sentences
and add the newly labeled sentences to our data.

In the following we will discuss the main steps
of the expansion algorithm and give some details.
Figure 1 illustrates each step for a pair of example
sentences from our data.

3.2 Sentence selection

We consider all sentences with the exact same
lemma for the predicate as possible expansion sen-
tences. In contrast to the original approach, we use
the part of speech (POS) tag instead of the lemma
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Labeled seed sentence with predicate “higher/JJR” (system dependency parse, snippet):

This camera has just a bit higher learning curve than the Canon SLRs . . .

NMOD SBJ

NMOD
NMOD

NMOD
AMOD NMOD

OBJ

NMOD
NMOD

NMOD

PMOD

aspectentity entity

Unlabeled expansion sentence with compatible predicate “larger/JJR” (system dependency parse, snippet):

This camera has a somewhat larger body than many digital cameras . . .

NMOD SBJ

NMOD

AMOD NMOD

OBJ

NMOD
NMOD

NMOD

PMOD

Argument candidates:
Labeled side (real arguments): “camera”, “curve”, “SLRs”
Unlabeled side (dependency-filtered):

“somewhat” (↓ / child), “body” (↑ / parent), “a” (↑↓), “cameras” (↑↓, prep. collapsed), “has” (↑↑), “camera” (↑↑↓)
Unlabeled side (path-filtered): no candidates found

Alignments and similarities:

curve camera SLRs

somewhat body a cameras has camera

0.68 0.820.73

Similarity score for best alignment (solid lines):

scores(s, u) = 1/3 · (0.68 + 0.82 + 0.73) = 0.74

Figure 1: Steps of structural alignment for an example seed and an example unlabeled sentence.

for all adjectives and adverbs in comparative or su-
perlative form (see Figure 1 where both predicates
are “JJR”), as exchanging them is without any in-
fluence on the syntactic structure or the arguments
of the comparison. Like the original approach, we
only consider single-word predicates.

3.3 Argument candidate creation

Fürstenau and Lapata (2009) use the direct de-
scendants and siblings of the predicate as argu-
ment candidates (both SRL arguments and non-
arguments). In our labeled data, this find only 17%
of the actual labeled comparison arguments.

The challenge is to enlarge the set of argu-
ment candidates, while keeping the number of
candidates manageable so that alignments can be
calculated in reasonable time. Similar to what
has been proposed for SRL arguments (Xue and
Palmer, 2004), we use all ancestors of the pred-
icate until the root and their direct descendants,
plus all descendants of the predicate itself. We re-
move prepositions (Fürstenau and Lapata, 2009)
and conjunctions (Fürstenau and Lapata, 2012)
which can never be arguments, and add their di-
rect children to the candidate set. We also impose
a distance limit and exclude numbers and punctua-
tion. Applied to our labeled data, this dependency-
filtered method finds 87% of all real arguments.

As a second method (path-filtered), we get the

paths from the predicate to each argument in the
labeled sentence and search for the exact same
paths (compared by dependency relations) in the
unlabeled sentence. All nodes on the path are
extracted as candidates (Fürstenau and Lapata,
2012). The method is very precise, but also often
fails to find any candidates.

On labeled side, we only take the actual la-
beled arguments of the comparison, as our candi-
date sets are relatively big and noisy and our in-
terest is solely in finding good alignments for the
projection of the real arguments. You can see the
resulting candidates for the example in Figure 1.

3.4 Alignment scoring

The similarity of an alignment between two sen-
tences s and u is the averaged sum of all word
alignment similarities, themselves the averaged
sum of different word similarity measures:

scores(s, u) =
1
|M |

|M |∑
i=1

1
|S|

∑
j∈S

simj(wi, σ(wi))

where M is the set of candidates on labeled
side, wi ∈ M one of these candidates, σ(wi) the
candidate on unlabeled side aligned with wi, and
S is the set of similarities to calculate. Unaligned
wi receive a word similarity of zero.
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name value wi value σ(wi) simj(·) explanation

simvs ~v(slrs) ~v(cameras) 0.91 Cosine similarity of co-occurrence vectors ~v()
simneigh ~v(canon), ~v(i) ~v(digital), ~v(but) 0.78 (simvs of left neighbors + simvs of right neighbors) / 2
simdep PMOD, NNP PMOD, NNS 0.75 Dependency relation similarity (0.5 same, 0 else)

+ POS sim. (0.5 same, 0.25 same universal POS, 0 else)
simtok 6 5 0.50 Similarity of distance (# tokens) of candidate from predicate

1/(|dtok(wi, p)− dtok(σ(wi), σ(p))|+ 1).
simlev ↑ 2 ↓ 2 ↑ 1 ↓ 2 0.75 Similarity in number of “up”s (↑) and “down”s (↓) on the

dependency path from argument to predicate. The ↑ and ↓
parts are calculated separately and averaged.

simpath ↑ bit ↓ curve, than ↓ body, than 0.70 Average simdep of all words on the the dependency path from
argument to the predicate. The ↑ and ↓ parts are calculated
separately, similarity for unpaired words is 0.

Table 1: Similarity measures for word alignment similarity. Columns 2–4 give the compared values and
similarities for the example from Figure 1 with “SLRs” as wi and “cameras” as σ(wi).

We compare the syntactic and semantic similar-
ity of the two candidates with a variety of similar-
ity measures that are listed in Table 1 along with
values they take for the example from Figure 1.

We use two combinations of similarity mea-
sures: flat similarities only (S = {vs, dep}) which
corresponds to the similarity measures used in the
original work, and similarities that include context
(all, S = {vs, neigh, dep, tok, lev, path}).

4 Experiments

4.1 Data

As our core labeled data set we use comparison
sentences from English camera reviews1 (Kessler
and Kuhn, 2014). We divide the data into five folds
and use one fold as seed data and the rest as test
data. The full seed data contains 342 sentences
with 415 predicates. The test data contains 1365
sentences with 1693 predicates.

As the unlabeled expansion data, we use a
set of 280.000 camera review sentences from
epinions.com. Note that expansion sentences
are never used in testing, we always only test on
human-annotated data.

To calculate vector space similarities we use
co-occurrence vectors (symmetric window of 2
words, retain 2000 most frequent dimensions) ex-
tracted from a large set of reviews with a total of
40 million tokens. This set includes the above ex-
pansion corpus, the electronics part of the HUGE
corpus (Jindal and Liu, 2008) and camera reviews
from amazon.com.

1http://www.ims.uni-stuttgart.
de/forschung/ressourcen/korpora/
reviewcomparisons/

4.2 System for comparison detection
We retrain the MATE Semantic Role Labeling sys-
tem (Björkelund et al., 2009)2 on our data and
use a typical pipeline setting with three classifica-
tion steps: predicate identification, argument iden-
tification and argument classification. We distin-
guish three argument types: two entities and one
aspect. We use standard SRL features (Johans-
son and Nugues, 2007) based on the output of the
MATE dependency parser. This setup is equiva-
lent to (Kessler and Kuhn, 2013).

4.3 Experimental setup
To evaluate whether the found expansion sen-
tences are useful, we add the k best expansion
sentences per seed predicate to the seed data and
train on this expanded corpus. We use the test data
for evaluation and compare classification perfor-
mance of training on the expanded seed data with
the baseline trained on the seed data only.

We test four versions of the expansion:

PATH-FLAT path-filtered candidate creation and
flat similarities (closest to the original work).

DEP-FLAT dependency-filtered candidate cre-
ation and flat similarities.

PATH-CONTEXT path-filtered candidate cre-
ation and context similarities.

DEP-CONTEXT dependency-filtered candidate
creation and context similarities.

There are two main questions we investigate:

1. How many seed sentences should be used
(varying d)?

2. How many expansion sentences should be
used per seed (varying k)?

2http://code.google.com/p/mate-tools/
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Figure 2: F1 score for argument identification when using different percentages d of the corpus as seed
data (top to bottom: 100%, 50%, 25%, 10%) and expanding with different k numbers of candidates.

We expect that the training data expansion is
helpful in low-resource and high-precision set-
tings (i.e., d and k are small). This corresponds
to a scenario where only a limited amount of sen-
tences has been annotated for a new domain or
language. We consider this to be a more real-
istic scenario for our task than the one used in
(Fürstenau and Lapata, 2012), where a fixed num-
ber of training examples per frame is used, as in
contrast to SRL we do not expect to know predi-
cates or frames for comparisons in advance.

4.4 Results
Figure 2 shows some results for comparison argu-
ment identification in terms of F1 score. The dif-
ferent curves represent expanding and training on
different percentages d of the seed set, from 10%
to 100% (full seed set). Note that the lowest set-
ting uses only 34 seed sentences.

The x-axis shows k, the number of expansion
sentences added per seed sentence. The value 0
corresponds to the baseline, i.e., training on the
seed sentences only. In line with the results re-
ported for SRL, for most cases as k gets larger, the
amount of introduced noise outweighs the benefits
of additional training data, so performance drops.

For PATH-FLAT, DEP-FLAT and PATH-
CONTEXT, almost no setting manages to improve
over the non-expanded baseline, every added
expansion sentence only decreases performance.
For DEP-CONTEXT, in some cases, especially for
low values for d there is a small improvement. To
illustrate the different sentences selected by the
systems, consider this example:

(1) a. “I felt more [comfortable]aspect with [XTi]entity”

b. “I bought this because my wife didn’t feel
[comfortable]aspect with all the features/functions
of the more complex [C5050Z]entity.”

c. “I was much more [comfortable]aspect with the
[DSC-S75]entity”

Sentence 1a is the seed sentence, sentence 1b is
the sentence selected by DEP-FLAT, sentence 1c
is selected by DEP-CONTEXT. While choosing
“comfortable” in sentence 1b to be aligned with
the labeled aspect seems like a perfect match in
isolation, 1c is a much better choice in context.

Figure 3 shows learning curves for argument
identification for each system with the best set-
ting for k (usually 1, 10 for DEP-CONTEXT).
All systems except DEP-CONTEXT are nearly al-
ways below the baseline. The best value of k for
DEP-CONTEXT in our experiments is 10, which is
shown in the graph. The results are very similar
for all k ≥ 5, for lower values of k, the results
drop below the baseline. The best setting manages
to improve over the non-expanded baseline in low
resource settings, but the curves get closer to each
other when more seed data is added and the effect
disappears at the end.

Due to space restrictions we are only able
to show argument identification results, but the
trends are very similar for predicate identification
and argument classification.

4.5 Discussion

If we look at the sentences found by the expansion
systems, we can identify two main problems with
the extracted sentences.

One problem that affects all sentiment-related
tasks is subjectivity. Often sentiment words (or
in our case comparison words) appear in non-
sentiment (non-comparative) contexts, but these
contexts are very hard to distinguish from each
other. Consider this example:
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Figure 3: Learning curves (F1 score for argument identification) with varying amounts of seed data d.

(2) a. “This is largely a function of the much smaller [SD
media]entity.”

b. “Plan for 8 higher quality [pics]entity or about 24
medium quality pics with internal memory .”

Sentence 2a is the seed sentence, sentence 2b
is the best sentence selected by the context-aware
system. Though the two phrases “smaller SD me-
dia” and “higher quality pics” are a very good
match, the word “higher” in sentence 2b does
not express a product comparison. Instead, it de-
scribes a type of picture. Such uses are relatively
frequent and often mistakenly chosen as expan-
sion sentences. Such “false positives” mainly af-
fect predicate identification, but errors in this first
step are propagated through the pipeline.

Another type of error is caused by the non-
aligned part of sentences. Sentences are some-
times rather long and contain other predicates be-
sides the expanded predicate. Consider this exam-
ple (3a seed, 3b context-aware system):

(3) a. “That said, the larger LCD [screen]aspect is really
an improvement.”

b. “The smaller 2-inch [screen]aspect has higher res-
olution of 118,000 pixels!”

The additional predicate “higher” in the expan-
sion sentence is not detected, thereby creating a
“false negative” example for the predicate identi-
fication classifier and the subsequent steps.

5 Conclusion

In this paper we investigate whether structural
alignment, a semi-supervised method that has

been successfully used for projecting SRL anno-
tations to unlabeled sentences, can be adapted to
the task of detecting comparisons. We find that
some adjustments are necessary in order for the
method to be applicable. First, we need to adapt
the method of candidate selection to reflect that
our arguments are further away from the predi-
cate, while at the same time keeping the number of
candidates manageable. Second, we need to adapt
the similarity measure for scoring argument align-
ments to include context-aware measures. When
we add the found expansion sentences to our train-
ing data, we can slightly improve over a non-
expanded baseline in low-resource settings, i.e.,
when only a very small amount of training data
in the desired domain or language is available.

There are many directions for future work. We
have presented one possible context-aware simi-
larity measure, but there are many other possibil-
ities that can be explored. Two main issues are
false positive and false negative predicates found
by the expansion, the former being introduced by
not detecting non-subjective usage of compara-
tive words, the latter through other predicates be-
sides the identified one being present in an expan-
sion sentence. Doing subjectivity analysis to filter
out non-comparative usages, and simplifying sen-
tences or pre-selecting only short and simple sen-
tences for expansion could improve results.
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