Lexicon-based Sentiment Analysis for Persian Text

Fatemeh Amiri', Simon Scerri’ and Mohammad H. Khodashahi

3

'Media Informatics, RWTH Aachen University, Germany
2Fraunhofer IAIS, Sankt Augustin, NRW, Germany
3Institute of Computer Science, University of Bonn, Germany
amirii.fatemeh @gmail.com
simon.scerri @iais.fraunhofer.de
mh.khodashahi @ gmail.com

Abstract

The vast information related to products
and services available online, of both ob-
jective and subjective nature, can be used
to provide contextualized suggestions and
guidance to possible new customers. User
feedback and comments left on differ-
ent shopping websites, portals and social
media have become a valuable resource,
and text analysis methods have become
an invaluable tool to process this kind of
data. A lot of business use-cases have ap-
plied sentiment analysis in order to gauge
people’s response to a service or prod-
uct, or to support customers with reach-
ing a decision when choosing such a prod-
uct. Although methods and techniques in
this area abound, the majority only ad-
dress a handful of natural languages at
best. In this paper, we describe a lexicon-
based sentiment analysis method designed
around the Persian language. An eval-
uation of the developed GATE pipeline
shows an encouraging overall accuracy of
up to 69%.

1 Introduction

In comparison to other more popular and
widespread language, few research efforts have
sought to provide text analytics services targeting
Persian text documents on the Web. As the offi-
cial language of Iran, Afghanistan, and Tajikistan
and an estimated 110 million people, we feel that
the Persian language has not been given the at-
tention it deserves. Besides attaining merit from
a purely linguistic point of view, providing tech-
nologies for Persian text analysis has also busi-
ness implications in the regions where the lan-
guage remains a preferred working language. In
particular, sentiment analysis has a high poten-
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tial in providing insights for several Persian on-
line communities and social media. Most of the
limited available techniques have employed Ma-
chine Learning (ML) algorithms, such as Sup-
port Vector Machine-based (SVM) methods. In
contrast, our approach is based on a manually-
created lexicon enriched with sentiment scores;
coupled with hand-coded grammar rules. In tack-
ling our objective, we are faced with language-
specific challenges and constraints. In the Persian
language there is typically a large difference be-
tween formal and informal writing styles. There
is also a high level of complexity due to the fre-
quent morphological operations. Besides a com-
plex morphology, Persian has some other distinc-
tive features, such as lexicon intricacy, a high con-
text sensitivity of the script, and a free words or-
der due to independent case-marking (Hajmoham-
madi and Ibrahim, 2013). Therefore models used
in approaches behind other languages, or even as-
pects of which, can hardly be used in Persian text
analytics methods.

In this paper, we describe how we approached
the language-specific challenges when designing
and implementing a lexicon-based sentiment anal-
ysis method for Persian text. An evaluation of this
method is also presented. But before we provide
an overview of related work in this area.

2 Related Work

As a technique, sentiment analysis has improved
significantly in recent years, especially for main-
stream languages such as English. The technique
has an especially important role in business and
financial circles. Efforts such as (Feldman et
al., 2011) have specifically focused on stock mar-
kets and market predictions, whereas others fo-
cused on deriving changing opinions and percep-
tions from subjective information shared on so-
cial networks (Pak and Paroubek, 2010). Many
studies have been performed to try and identify a
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superior approach in the many techniques avail-
able (Feldman, 2013), in order to attain better
results and higher accuracies. Different surveys
have been carried out, with different viewpoints
and results (Liu, 2012) (Liu, 2010). A large share
of sentiment analysis techniques employ learning-
based approaches (Pang et al., 2002) (Jo and Oh,
2011). Of these the most promising are SVM-
and Nave Bayes-based methods. Using a super-
vised classification task, these methods attain up
to 82.9% accuracy (Hajmohammadi and Ibrahim,
2013). However, various drawbacks have been
noted, such as their strict reliance on a corpus of
human-coded texts for training, and their domain
dependency (Basiri et al., 2014) (Taboada et al.,
2011).

A contrasting approach is the use of lexicon-
based methods (Ding et al., 2008) (Thelwall et al.,
2010), which calculate a documents orientation
from the semantic orientation of words or phrases
within that document (Turney, 2002). Sentiment-
bearing words and phrases forming a sentiment
lexicon (Liu, 2012) can be derived from differ-
ent resources. Some have employed seed words
to expand the final list of words (Hatzivassiloglou
and McKeown, 1997), or use existing linguistic re-
sources like the ANEW words (Bradley and Lang,
1999), SentiWordNet (Baccianella et al., 2010)
and WordNet Affect (Strapparava et al., 2004).

Some research efforts have satisfactorily mixed
the two above approaches to gain a better re-
sponse (Mudinas et al., 2012). Although fu-
ture work will consider extending our method
with aspects from the first of the two approaches,
for the moment we have opted to investigate a
technique based solely on the second approach.
Other surveyed research efforts, including the ones
cited above, have already provided similar tech-
niques that identify the orientation of a document
based on the polarity of adjectives in a dictionary.
However, they addressed either English (Hatzivas-
siloglou and McKeown, 1997) or other languages
such as Urdu (Syed et al., 2010), Chinese (Zag-
ibalov and Carroll, 2008), French (Ghorbel and Ja-
cot, 2011) or Arabic (Abdul-Mageed et al., 2011).

Of the surveyed efforts which tackle the Persian
language, a majority also utilized machine learn-
ing approaches. Bagheri and Saraee (Saraee and
Bagheri, 2013) devised a learning-based approach
that employs Nave-Bayes text classification. They
proposed a new feature selected method (MMI)
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and reported a performance of 70%. Hajmoham-
madi and Ibrahim (Hajmohammadi and Ibrahim,
2013) used standard machine learning techniques
incorporated into the domain of online Persian-
written movie reviews to automatically classify re-
views as either positive or negative. They also
combined Nave-Bayes and SVM, in conjunction
with six feature presentations concerning n-gram
presence/frequency in order to examine the effects
of the classifiers and the feature options on Persian
sentiment classification.

More recently, a lexicon-based unsupervised
approach (Basiri et al., 2014) addressed specific
Persian text processing difficulties, such as dif-
ferent forms of writing styles and ignoring short
spaces between words in texts. The approach
utilises the SentiStrength library, which applies
a combined method to detect the polarity and
strength of short informal social texts. However,
as this library was designed around the English
language, the authors rely on the translation of the
core resulting list to Persian. The reported results
indicate an F-measure of around 90%.

The major difference between our approach
and the above-mentioned effort is that we use an
own-constructed lexicon and involve a number of
human annotators to provide multiple sentiment
scores. In resolving any resulting conflicts, we
also address the issue of subjectivity. Therefore,
our approach is in theory more appropriate as the
generated lexicon and polarity pairs are Persian
language-specific, whereas language translations
such as the method used in the above-mentioned
approach are problematic since languages are in-
trinsically different.

Our final aim is to outperform existing ML-
based methods and achieve an acceptable F-
measure. The evaluation results of this approach
will then indicate whether our approach has any
value, so that a more comprehensive effort at col-
lecting key-word/phrase and polarity pairs will re-
sult in an improved approach that has the potential
to rival the results reported by Basiri et. al.

3 Approach

3.1 Data Collection

For our lexicon-based sentiment analysis tech-
nique we needed a wide range of Persian vocab-
ulary entries, and their sentiment. As no Persian
API was available for achieving this requirement,
we opted to manually gather a number of Persian



adjectives, words and expressions (7179) from two
online Persian language resources' . The criteria
for selecting these gazetteer entries, as followed by
the two native speakers authoring this paper, were
the following:

e Terms (words or multi-word expressions)
that can alter or influence the sentiment of a
given statement in any conceivable context.

e Gathered lexicons are used in either formal
or informal communication between Persian
people.

e Gathered lexicons correspond to either stan-
dard Persian or obsolete Persian as used by
certain sections of native speakers.

As already mentioned the formal and informal
styles of Persian writing has a huge impact on
the semantics. In many cases one cannot under-
stand the meaning of an informal textual comment
unless they are a native speaker. So the need to
enrich the lexicon with as many informal expres-
sions and comments was as necessary, if not more
pressing than, gathering all the formal forms. In
addition, some of the collected words and adjec-
tives correspond to the old usage of the language
among older native speakers. Although these are
not used regularly in daily speech or text, they are
still important to make our gazetteer as varied and
as broad as possible. The resulting terms have
been saved in a personal database in preparation
for the sentiment annotation phase described be-
low.

3.2 Sentiment Annotation

The results of the collection process were stored
in a database, and in order to achieve the required
lexicon we then required to annotate each entry
with a sentiment score. To support with this task,
we set up a Web interface’ that enables native
Speakers to manually assign a score to random en-
tries. At each click, the interface presented a new
adjective which could then be voted either as hav-
ing either a positive, negative or neutral sentiment
expression. A five-tier scoring spectrum was con-
sidered but eventually discarded in favour of the
three-tier option above, for the sole reason that it

'"We collected Persian adjectives from the Wik-
tionary open source dictionary:  http://goo.gl/o0J8KO
and from a reference database for the Persian lanaguage at:

http://dadegan.ir/
2http://www.computerssl.com/sentiment/
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was cognitively easier for the volunteers to decide
on an outcome, and as a result, more votes were
expected.

The exercise was shared between a number of
volunteers , following requests via own and ex-
tended social networks of a personal and academic
nature. Half of the targeted volunteers were Per-
sian students. As a result, the annotation was per-
formed by people having different levels of edu-
cation, age groups and sectors corresponding to
the Persian society. For the 7179 adjectives in
the database, we received a total of 8278 votes.
This discrepancy is intended and is due to the de-
cision to allow multiple voting by different volun-
teers. In cases where the opinion expressed con-
trasted, manual conflict resolution was performed
following a discussion, or the inconclusive entry
was marked as neutral. Future work can focus on
these entries and flag their polarity as highly con-
textual.

3.3 A lexicon-based Sentiment Analysis
Pipeline

Following the establishment of an annotated Per-
sian sentiment lexicon, we designed and devel-
oped a linguistic pipeline based on the GATE
framework (Cunningham et al., 2002). The
pipeline utilizes existing components that were al-
ready available?, namely a Persian tokenizer, sen-
tence splitter and POS tagger. In addition, our lexi-
con was provided as the basis for the gazetteer, and
JAPE (Cunningham et al., 1999) grammar rules
were then manually coded to address the most
general features of the Persian language in its writ-
ten form. The pipeline and its components is de-
picted in Fig. 1. A breakdown of all these compo-
nents is provided below.

3.3.1 Tokenizer

The imported tokenizer splits the text into very
simple tokens like words, numbers, spaces and
punctuation. As the Persian script is not case-
sensitive like most Latin scripts, the employed to-
kenizer excludes similar checks.

3.3.2 Sentence Splitter

The imported sentence splitter fragments the text
into sentences. It uses a list of abbreviations to

3 Although the library and components imported in our
pipeline have not been made available online, they were
kindly supplied by the author: http://sazvar.student.um.ac.ir/



Word-level Rules

L(Ba) + Noun => Positive
adjectives
#(Bi) + Noun =>
Negative adjectives

Input Persian II
Documents

Tokenizer
U(Na) + Noun =>
Negative adjectives Sentence Persian
Splitter Sentiment

&(Ne) + verb => Lexicon
Negative verb POS tagger .

Gazetteer
Sentence-level Rules

i) Average sentiment =>
Sentence sentiment

N
ii) Positive average +
Main Negative verb =>
Negative sentiment

Jape Rules

Groovy

Annotated
Documents

Figure 1: The Sentiment Analysis Pipeline

or
ii) Negative average +
Main Negative verb =>
Positive sentiment

help distinguish sentence-marking full stops from
other kind of splits.

3.3.3 POS Tagger

The imported tagger produces a part-of-speech tag
as an annotation for each word or symbol. It uses a
default lexicon and rule set which can be manually
modied.

3.3.4 Gazetteer

The gazetteer includes all information resulting
from the data collection and sentiment analysis ex-
ercises. In short, the employed gazetter is the ba-
sis for our lexicon-based approach. Whenever a
gazetteer entry appears in the text, it is marked and
assigned a sentiment score accordingly.

3.3.5 Hand-coded Persian grammar patterns

JAPE provides finite state transduction over an-
notations based on regular expressions. In our
pipeline, we utilize JAPE rules to identify reg-
ular expressions we have formulated as a gram-
mar base for Persian. Therefore, together with the
gazetteer, this is one of the main contributions pre-
sented in this paper. We designed rules in two
phases:

1. Phase I: patterns are focussed on and around
each individual text-based token (i.e. words)
in an input text segment.

2. Phase II: we address the sentiment of the en-
tire text segment, based on the computed sen-
timent of each individual word.

Both phases are also depicted in Fig. 1. To
identify the sentiment at the word-level, we cre-
ated rules to consider an alternate sentiment to that
otherwise identified by the gazetteer due to a spe-
cial prefix and postfix. For example, in Persian,
in a majority of cases a “Ba” prefix before a noun
alters the polarity to positive, whereas a “Bi” or
“Na” prefix alters it to negative. Some examples
of the above alterations are shown in the table be-
low. Similarly, we have catered for the linguistic
alternative of verbs. Most notably, in Persian the
verbs can be given a negative connotation by using
“n” as a prefix (equivalent to the effect of having
a do not before a verb in English). Examples are
also shown in the below table.

Persian Persian | English English

(before) | (after) (before) (after)

@l @) | Moral Immoral

<l <l o Politeness | Impolite

e byl Wisdom Wise

Cu Cu b8 Correct Incorrect
2l Don’t understand
egdaad Don’t have

In many cases, in order to calculate the senti-
ment of an entire sentence or text segment it is not
simply a case of averaging or combining the sen-
timent of each word as identified in Phase 1. Some
adjectives or phrases have a direct effect on the en-
tire sentence, e.g., the presence of just one special
negative verb in a sentence that otherwise consists
of mostly positive words, alters the entire polarity
of the sentence to negative (irony). Therefore, in
this second phase the JAPE rules follow this se-
quence:

1. Step 1: the number of positive and negative
words in a sentence are counted and the av-
erage is used to identify the polarity of the
sentence

2. Step 2: the main verb of the sentence is iden-
tified, and if it matches one of the known ex-
ceptional negative verbs, the polarity of the
pre-computed sentence is reversed

Examples of cases which are addressed by step
2 above are in the table below, with their English
language equivalent.



Persian English Equivalent
“Ofk ad o | “That film had a lot of
s Cuih by Gy | famous  actors  but it
Gl 1) e BiCwdl | coyldn’t attract people’s
K7 attention.”
“asa ash ali” “It wasn’t a good film!”
“Cuy a&e g nal” | “Heis not a liar”

3.3.6 Groovy scripting processing resource

The result of the two JAPE phases are then for-
warded to the Groovy scripting processing re-
source, for which GATE also provides support.
The Groovy plugin is used to count the number
of positive and negative annotations in a given
piece of text and determine an overall polarity
score. Therefore, this can also be considered a
third phase in the sentiment analysis, which takes
place at the paragraph or entire document level. It
must be noted that at the moment, the final senti-
ment score determined is either positive, negative
or neutral.

4 Evaluation

In order to evaluate the performance of our ap-
proach, we performed two experiments. In the ini-
tial one, we relied on a pre-existing corpus of an-
notated text, based on the availability of reviews
related to accommodation online. However, the
information available here was not in a form to
enable us to confidently reach conclusive results.
Therefore, in a second experiment, we again in-
structed native speakers to rate a large amount of
Persian news items and compared their judgment
against the ones determined by our pipeline. De-
tails and results are presented below.

4.1 Corpus-based Evaluation

In this experiment we choose customer reviews
that are available online for a website* specializ-
ing in hotel reservation and accommodation in dif-
ferent cities of Iran. Although its popularity has
recently seen a downturn®, the site has been used
for 15 years and therefore there are a lot of valu-
able reviews that can be used for this kind of ex-

*www.iran-booking.com

At the time of submission, Alexa lists the web-
site as only the 7,063rd most popular in the country:
http://www.alexa.com/siteinfo/www.iran-booking.com
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periment. Website visitors are able to leave their
opinions about their previous experience in a ho-
tel (including references to price, quality and lo-
cal sightseeing) by filling verifiable identification
fields, thus meaning that the expressed opinions
are probably genuine and reliable. The main prob-
lem with this corpus is that the reviews are star
base, on a scale of 1 (poor) to 5 (excellent) stars.
Therefore, in order to be able to compare to the re-
sults generated by the developed pipeline we were
required to map this expression of sentiment as
follows:

e 1 and 2 stars: Negative
e 3 stars: Neutral
e 4 and 5 stars: Positive

From the above, we generated a corpus of test
and evaluation data. The reviews were each passed
on to the pipeline, and the calculated sentiment
score was directly compared to the ones derived
from the rating system. Based on this comparison,
we calculated two measures:

1. Class-specific accuracy
2. Multi-class F-measure

We first calculated the accuracy for positive and
negative sentiment, i.e., the proportion of positive
and negative reviews rated correctly to all positive
and negative reviews respectively. The results,
grouped by rating, is shown in Fig. 2. At a value
of between 50 - 80%, this result indicated that
there was potential in our approach. Given that
the classes are only three, it can be argued that a
tool that randomly assigns one of the three classes
can achieve up to 33.33% accuracy. For this pur-
pose, we include a baseline for a better interpre-
tation of the result. Also, accuracy calculated in
this manner is not ideal and does not provide a re-
liable result since each calculation only factors in
true positives and true negatives per class.

In a second experiment, we calculated the
multi-class F-measure (weighing precision and re-
call equally), with equal weighting for precision
and recall. Thus, recall identified the proportion
of neutral, positive and negative reviews correctly
identified against respectively all the neutral, posi-
tive and negative reviews, whereas precision iden-
tified the proportion of correctly classified (neu-
tral, positive, negative) reviews against all reviews.
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Figure 2: Overall accuracy for each rating

The resulting confusion matrix contained compar-
isons for the three classes and precision and recall
was computed for each. The result of the three f-
measures is shown in Fig. 3, again compared to
the baseline. In this result, we note that although
the top-performing class (positive) has gone down
to just under 70%, the other two classes are not far
from the 60% mark. Averaging the f-measures for
the two most important classes (positive and neg-
ative), yields an average score of 68.5%.

100
80

M Precision
60

M Recall
40 - i F-value
20 | M Baseline

0 -
Positive  Negative  Neutral

Figure 3: Multi-class F-measure

4.2 User-based Evaluation

Due to the limitations discussed above, we per-
formed a second evaluation. In this experi-
ment, we considered around 5100 news items
from the four most popular Persian news portals
(www.farsnews.com, www.tabnak.ir, www.yjc.ir
www.varzesh3.com). The news items were ob-
tained from different categories, including sport,
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social, politics, economic and international. For
the user-based evaluation, we randomly retrieved
1170 of these items and copied them on to our
website®. In a similar effort to the sentiment anno-
tation phase, we circulated a request for volunteers
to rate each news item. Although for the same rea-
son as explained earlier, an exact count of volun-
teers is not available, website visitor IP tracking
during the two weeks when the experiment was
run suggests that a total of between 35-50 people
have participated. This is also consistent with the
appeal to rate at least 20 news items. The exercise
resulted in 1116 votes for a total of 897 distinct
news items. Once again, conflicting results for
items with more than one vote were either resolved
upon discussion (majority rule) or set to neutral.
The results of manual user rating were then com-
pared to the automatic ratings. In this case, we
only focused on accuracy, starting with the user-
based evaluation as the authoritative score. The
results, shown in Fig. 4, show the following accu-
racy levels:

e positives: 67%,

negatives: 61.8%

neutrals: 52.5%

overall accuracy: 60.4%

overall accuracy (exc. neutrals): 64.4%

B TotalNews H Correct Prediction
350

Neutral

Positive

Negative

Figure 4: Performance in User-based Evaluation

5 Conclusions and Future Work

The presented approach is unique for the Persian
language, since it relies on a list of entries (lexi-
con) paired with sentiment scores that was gener-
ated by a large number of native speakers. The ap-
proach addresses subjectivity by marking entries

Shttp://www.computerssl.com/sentiment/news.php



with conflicting scores and attempting to manu-
ally resolve said conflicts. Our experiments yield
between 60-69% accuracy rates for the initial ver-
sion of the lexicon-based Persian Sentiment Anal-
ysis API. Although it is still not as precise as
the ML-based approach described in (Basiri et
al., 2014), this compares fairly well with related
work and the experiments confirm that there is
value in our approach. In particular, an accept-
ably accurate lexicon-based approach can be used
to bootstrap an ML-based system that does not
require a large training set to start achieving re-
sults. Alternatively, the gazetteer could also be
semi-automatically enhanced through the correc-
tion of incorrectly rated entries in a process in-
volving human supervision. The combination of
our lexicon-based approach with the most promis-
ing Persian-language ML approach to achieve a
hybrid system is therefore one of the top priori-
ties for future work. A Persian sentiment analysis
API that can effectively avoid the cold-start prob-
lem when applied to a new domain can be of great
value to future business use-cases. Sentiment anal-
ysis is still a highly-challenging requirement at the
core of many attempts to gauge people’s response
or opinion about a service or product, with many
use-cases in the stock market, marketing and cus-
tomer care domains, as well as online customer ad-
vice. By addressing the lack of diversity in Persian
sentiment analysis approaches, we want to con-
tribute to the advancement of techniques bound to
a language which remains the working language
of a relatively large population. As in other lan-
guages, written Persian also faces high ambiguity
in terms of context and polarity, with a high com-
plexity also arising from mixed use of formal and
informal text. In the presented research we have
tried to cover both formal and informal cases in
our lexicon. The evaluation indicates that there is
value in our language-specific lexicon driven ap-
proach. However, a lot more remains to be done
to outperform ML-based techniques and rival the
list-translation (English to Persian) approach in-
troduced by Basiri et. al. Primarily, we intend to
encourage more native speakers to add and rate ad-
jectives and phrases for the construction of a more
flexible and comprehensive lexicon. In addition
we also intend to improve the grammar rules to
cover more of the exceptions and characteristics of
the Persian language. In particular, we want to ad-
dress rules centered around notorious Persian con-
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junctions, such as ‘but and ‘although. Last but not
least, we also want to address abbreviated forms
of writing, which is also rather common-place and
which has not been addressed by the literature so
far.
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