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Abstract

Our paper is concerned with investigating
the impact of translationese on the novels
of a bilingual writer and asking whether
one could determine the authorship of a
translated document. The main part of
our paper will be centered on selecting a
good set of lexical features that can be con-
sidered characteristic for an author. We
used in our research the novels of Vladimir
Nabokov, a bilingual author, who wrote
his works in both Russian and English.
Each text is represented by a vector of
function words. We are interested in deter-
mining how the results vary across differ-
ent feature sets and which feature set could
be considered the most representative. In
order to inspect our results we used a hier-
archical clustering method and draw con-
clusions based on the most frequent result.

1 Introduction

The term “translationese” proposed by Geller-
stam (1986) currently means the entire sum of lin-
guistic characteristics (Hansen, 2003) that a trans-
lation exhibits in comparison to a text written na-
tively in a language. The existence of transla-
tionese has been discussed and more recently var-
ious methods (Koppel et al., 2011; Ilisei et al.,
2010) for identifying translationese have been de-
vised.

In the same context, an interesting discussion
regards the equivalence in style between the trans-
lated and original text. As Boase-Beier (2006)
suggests, among other factors, the stylistics of a
translation is highly related to the choices made by
the translator in re-creating the original style, the
translator having a specific “fingerprint” (Wang
and Li, 2012). Our concern is investigating the
impact of translationese on a bilingual writer and

asking whether one could determine the author-
ship of a translated document. The problem of au-
thorship attribution is postulated on the grounds
that the human stylome exists. The stylome is
defined as “a linguistic fingerprint that can be
measured, is largely unconscious, and is con-
stant” (van Halteren et al., 2005). A fairly large
amount of literature is dedicated to authorship
problems and extensive overviews are provided by
Juola (2006) or Stamatatos (2009).

We are mostly interested in finding the lexi-
cal features that can be used to discriminate or to
characterize original and translated documents and
once these words are presumably found, what is
their role in authorship attribution for such docu-
ments? The main part of our paper will be cen-
tered on selecting a good set of lexical features
to detect translations in a corpus of original doc-
uments.

In order to investigate our problems we have
constructed two corpora from the novels of
Vladimir Nabokov: a Russian corpus containing
original Russian works and translations from En-
glish and a second corpus containing English orig-
inal works and translations from Russian. The
details with respect to each work included are to
be found in Section 2. The fact that Vladimir
Nabokov was bilingual (McKenna et al., 1999)
certainly affects the interpretation of the results.
On one side there exists a difference of style be-
tween author and translator and secondly a trans-
lation preserves enough translationese to make it
different from any other original text.

For lexical feature sets, two quality criteria are
commonly used in literature: one, the lexical fea-
tures should have a relatively high frequency. Ry-
bicki and Eder (2011) have reported better results
with high frequency words. The second criterion
is to consider function words instead of content
words. Function words do not contain informa-
tion about the topic of the text and are used un-
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consciously revealing important psychological as-
pects (Chung and Pennebaker, 2007). Moreover,
these words are used to tie phrases and help mak-
ing stylistic constructs that can be specific to one
author. These two criteria were first attested by
Mosteller and Wallace (1963) and remained an
important decision factor until today.

2 Corpus

We have focused our analysis on the novels of
Vladimir Nabokov by using two main corpora:
one in Russian containing the original Russian
novels (written before 1940) together with the
translations of Nabokov’s original English novels,
and a second one containing the original English
novels (written after 1940) together with various
translations of his novels into English. Except for
Lolita all the translations into Russian are done by
Sergey Ilyin. This does not influence our results
greatly for two main reasons: one Lolita is never
clustered among the Russian novels although it
was translated by Nabokov and two Dar is not al-
ways clustered among the Russian novels although
it was originally written in Russian.

Traces of the author should exist in all the En-
glish translations since V. Nabokov collaborated in
translating them.

Finally, the size of our Russian corpus reached
1,062,594 words and the size of the English corpus
a smaller 904,712 number of words. Our hypoth-
esis is that the original novels of Nabokov will be
clustered separately from the translated ones with-
out regarding the language.

We are confident that the works of Nabokov
constitute two significant corpora on two different
languages that are meaningful for comparisons.

In order to answer our second problem regard-
ing the attribution of a translation we have added
additional writers to our experiment. These au-
thors are Alexey Tolstoy, Lev Tolstoy, Fyodor
Dostoyevsky, Iury Olesha, Valery Bryusov, Ilf and
Petrov, Boris Pasternak, Andrey Bely and Ivan
Turgenev.

3 Using ranks and classification

Since we have a relatively small number of docu-
ments of significant size each (in both the Russian
and the English corpus), we believe that hierarchi-
cal clustering will offer sufficient details to pur-
sue our investigation and that it could determine

homogenous groups providing additional informa-
tion in comparison with a simple binary classifica-
tion task.

We have used Burrows’ ∆ to calculate a simi-
larity matrix as input for the clustering algorithm.
This measure enjoyed a lot of attention (Argamon,
2008), producing results comparable with the ones
of learning methods on authorship attribution. In
our case, the use of ∆ will be to distinguish be-
tween translated texts and original ones.

The equation of ∆ is:

∆(n)(D,D′) =
1

n

n∑
i=1

1

σi
|fi(D)− fi(D′)| (1)

Where n is the size of our vectors or the number
of words from our feature set,D andD′ two vector
documents, σi the standard deviation of word i in
the whole corpus, fi the frequency of word i in D
and D′.

We can easily observe that if we remove the
constant fraction 1/n, the value of ∆ is actually
equal with the l1 distance between z-scores, de-
fined as

∑n
i=1 |z(xi)− z(yi)| where z is the z-

score of a word equal to z(xi) = fi−µi

σi
.

In order to visualize the results we have used an
l1 norm (Dinu and Nisioi, 2012) modified version
of the hierarchical clustering algorithm proposed
by Szekely and Rizzo (2005). Their algorithm is
a bottom-up approach to generalize Ward’s min-
imum variance method (Ward, 1963) by defining
a cluster distance and objective function in terms
of Euclidean distance. In addition it has the abil-
ity of identifying clusters with nearly equal cen-
ters and it was successfully used for classifying
diseases (Szekely and Rizzo, 2005).

Dinu and Popescu (2008) introduced a ranking
operation on the frequency vectors of each doc-
uments with the purpose of eliminating outliers
(produced by large vs. small frequencies of words)
thus making the distances between texts measur-
able and more stable. As a result, it produced con-
fident results in a case of pastiche detection on Ro-
manian (Dinu et al., 2012). We will further test
this approach by applying it on Russian on a bilin-
gual author in a different situation.

A ranking of a vector of n words is a mapping
τ : {1, 2, ..., n} → {1, 2, ..., n} where τ(f(i))
will represent the place (rank) of the frequency
(as in Equation 1) of the word indexed as i. If
τ(f(i)) < τ(f(j)) then the word i is more fre-
quent than word j. In our case of using ∆, no
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Russian Number of tokens English Number of tokens
Mashenka (1926) (O) 26,173 Mary (1970) (T: Michael Glenny and V. Nabokov) 34,906
Korol’ Dama Valet (1928) (O) 57,123 - -
Zashchita Luzhina (1930) (O) 54,013 The (Luzhin) Defence (1964) (T: Michael Glenny and V. Nabokov) 75,417
Podvig (1932) (O) 54,372 - -
Camera Obskura (1933) (O) 45,245 Laughter in the Dark (1938) (T: V. Nabokov) 62,006
Otchayanie (1934) (O) 47,199 - -
Priglasheniye na kazn (1936) (O) 42,429 Invitation to a Beheading (1959) (T: D. Nabokov and V. Nabokov) 60,195
Dar (1938) (O) 116,330 - -
Podlinnaya zhizn Sebastyana Nayta (T: S. Ilyin) 54,180 The Real Life of Sebastian Knight (1941) (O) 62,390
Pod znakom nezakonnorozhdënnykh (T: S. Ilyin) 60,035 Bend Sinister (1947) (O) 73,075
Lolita (T: V. Nabokov) 117,287 Lolita (1955) (O) 117,185
Pnin (T: S. Ilyin) 48,984 Pnin (1957) (O) 52,628
Blednoye plamya (T: S. Ilyin) 81,816 Pale Fire (1962) (O) 85,164
Ada (T: S. Ilyin) 168,103 Ada or Ardor: A Family Chronicle (1969) (O) 181,346
Prozrachnyye veshchi (T: S. Ilyin) 25,898 Transparent Things (1972) (O) 29,073
Smotri na arlekinov! (T: S. Ilyin) 63,407 Look at the Harlequins! (1974) (O) 71,327
Russian Total 1,062,594 English Total 904,712

Table 1: Left, we have the Russian novels in original(O) and the translations of Sergey Ilyin. The size in
words of the Russian corpus is 1,062,594. Right, we have the English novels in original together with a
subset of translations from Russian. We could not obtain all the equivalent translations, the Eglish corpus
having a smaller size of 904,712 words.

difference is made if the ordering relation is in-
creasing or decreasing (Dinu and Nisioi, 2012).

This is our last operation onto the matrix of sim-
ilarities before inputting it in the clustering algo-
rithm. We have linearized the matrix (converted it
into a vector of measurements obtained in this case
from computing delta between each pair of nov-
els). Each value was replaced by its tied rank in
the entire vector (Dinu and Popescu, 2008). Then
we have reordered the values back into the ini-
tial matrix. The reason for this operation is that
small distances increase between each other and
large distances decrease making the method more
robust.

4 Feature set

On the English corpus, we have tested the fea-
ture set proposed by Mosteller and Wallace (1963)
consisting from the words: a, been, had, its, one,
that, was, all, but, has, may, only, the, were, also,
by, have, more, or, their, what, an, can, her, must,
our, then, when, and, do, his, my, shall, there,
which, any, down, if, no, should, things, who, are,
even, in, not, so, this, will, as, every, into, now,
some, to, with, at, for, is, of, such, up, would, be,
from, it, on, than, upon, your.

In this case each document becomes a vector
of size 70 in which each entry represents the fre-
quency for the corresponding feature. The text
was preprocessed to remove punctuation marks
and other signs.

4.1 Feature selection

The majority of the studies rely on the princi-
ple of the most frequent words from the cor-
pus. However, finding the exact number of the
most frequent words is subject of extensive de-
bate which dates since the study of Mosteller and
Wallace (1963). Rybicki and Eder (2011) corre-
late the number with the language properties, other
studies (Hoover, 2004; Smith and Aldridge, 2011)
eliminate certain classes of words and Jockers and
Witten (2012) researched optimal thresholds for
word frequencies. This problem persists in every
case of word usage (Koppel et al., 2007) method.
Overall, the problem of selecting an objective fea-
ture set does not have a straight forward solution.

For Russian, we have introduced a process of
selecting a feature set based on quantitative as-
pects of the results produced.

We start with the premise that the clustering
results are representative with respect to the dis-
tances measured. This is assured by the l1 change
introduced by Dinu and Nisioi (2012) and by re-
placing the values with ranks inside the similarity
matrix. Our comparisons depend on the cluster-
ing results obtained. Using various different lists
of the most frequent function words, we have exe-
cuted a computational process to produce for each
list a dendrogram.

The outline of the algorithm is presented below:
Algorithm 1 - for selecting the best feature set
based on measured quality
1. let F = the function words
from a Language
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2. sort F decreasing by
frequency in the corpus
3. exclude from F the words
that are missing in at least
one document from the corpus
4. let n be the size of F and
h = n/2
for all i from h to n do
4.1 Fi = the first i elements
from F
{the same as the first i
function words from the
corpus}
4.2 for each document in the
corpus construct vectors of
frequencies using the list Fi
4.3 for each vector
representation of a document
replace frequencies by ranks
{as detailed in Section 3}
4.4 let M = matrix obtained
from ∆ computed between each
vector pair
4.5 linearise M, replace the
values by ranks (similar
with 4.3), reconstruct M as
a matrix
4.6 let Ri = dendrogram
obtained using hierarchical
clustering algorithm with
input M
4.7 let Ui = un-weighted tree
of dendrogram Ri
4.8 let counter[Ui] =
counter[Ui] + 1
{increase the cardinal of each
equivalence class generated by
Ri}
4.9 record that the feature
set Fi produced the result Ri

end for
5. let RESULT = Ri for which
counter[Ui] is maximum
6. let FEATURE SET = minimum
set Fi which generated Ri

The first step is to retrieve all the Russian
conjunctions, determiners, particles, prepositions,
pronouns and adverbs (function words) from
ru.wiktionary.org. We have experimented with
different classes of function words from Russian
and the best results were obtained by partially re-

moving pronouns. Previous studies like the one
of Hoover (2004) also suggest this operation. The
second step is to order the list descending, by fre-
quency of appearance in the entire corpus. The
third step is to select from this list only the words
that appear individually at least once in each doc-
ument.

The fourth step is about selecting a lower limit
from which to start comparing the first, most fre-
quent function words. Starting from the half of the
entire function words list (notated as F ) can be a
good decision, especially if the list has a signifi-
cant large size. It is not entirely clear what is the
minimum number of words needed to characterize
the style of a text. This is why the starting value
of h will be left for the user to decide according
to the case. In our case, let Fn/2 be the first n/2
function words sorted descending by frequency in
corpus. Then for each n/2 < i ≤ nwe create a set
Fi by adding consecutively one more word found
at position i in the entire set F . Thus the compar-
isons will be made between results computed with
the lists of the first i most frequent function words
Fi.

Moreover, for Russian the function words have
a relatively high number of declensions, so in or-
der to correctly count the features, all the text
was POS-tagged and lemmatized using TreeTag-
ger (Schmid, 1995). On English, this operation
was not necessary since the list of words provided
by Mosteller and Wallace contains un-lemmatized
words (e. g. “been”, “had”, “were”, etc.).

The hierarchical clustering algorithm has as in-
put a similarity matrix and the result is illustrated
by a binary tree called dendrogram, as we can ob-
serve in Figure 1.

If we ignore the distances that the edges (also
called weighted links) have between clusters, we
obtain a simple binary tree that illustrates only the
arrangements of the clusters. We will consider two
dendrograms to be equivalent if their un-weighted
binary trees are identical. This means that two
dendrograms are equivalent if the arrangements of
the clusters are identical. Other equivalence rela-
tions can be defined at this point, depending on the
size of the corpus and the works which need to be
emphasized.

Roughly, the algorithm constructs for each fea-
ture set the vector representation of the documents,
replaces frequencies with ranks then computes the
similarity matrix using ∆, cluster the documents,
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Figure 1: English corpus clustering result with the
function words of Mosteller and Wallace. Trans-
lations (prefixed with T) are clustered separately
from all the original works (prefixed with O).
Moreover, we can observe a very small difference
between the image with the original English nov-
els and S. Ilyin’s translations into Russian in Fig-
ure 2.

obtains the dendrogram and based on the relation
defined early it groups the equivalent results. Fi-
nally, we obtain, based on the arrangements of the
clusters, different classes of results (equivalence
classes).

A result is “better” (has a greater degree of qual-
ity) than another if the equivalence class of the
result is larger than the equivalence class of the
other.

The best result is the one with the most of-
ten produced un-weighted tree for various fea-
ture sets. Since the algorithm produces the same
un-weighted tree with more words, we could just
eliminate the surplus and keep only the smallest
number of words.

Thus, from all the feature sets that produced the
best result, we consider the smallest feature set to
be the most representative for one specific corpus
of text.

This criterion expresses the general tendency of
the documents to be clustered in a particular way
under an entire class of feature sets.

Figure 2: The most frequent Russian corpus clus-
tering result. Translations (prefixed with T) are
clustered separately from all the original works
(prefixed with O). Furthermore, the original Rus-
sian novels are clustered chronologically two by
two: 1932 - 1930, 1926 - 1928, 1936 - 1938, 1934
- 1933. The translations are clustered in a similar
way as the originals in Figure 1.

5 Results

In Figure 1 and Figure 2 we can observe that there
are two main clusters of original (prefixed with O)
and translated documents (prefixed with T). For
Russian, the most frequent result was found with
the minimum size of the list being n = 94 words.
On English it produced the same RESULT as with
the Mosteller and Wallace features Figure 1.

Using frequencies instead of ranks on both Rus-
sian and English failed to validate the hypothesis
regarding translationese detection.

The RESULT of the algorithm can be seen
in Figure 2 and the final FEATURE LIST of 94
words, computed for Russian is: è, â, íå, ÷òî,

íà, áûòü, ñ, êàê, à, ýòî, íî, ê, ïî, æå, òàê,

òî, èç, çà, ó, áû, âåñü, îò, î, òîëüêî, äà, óæå,

âîò, êîãäà, äàæå, äî, èëè, äëÿ, åñëè, äðóãîé,

âäðóã, âðåìÿ, íè, ëè, ÷òîáû, ðàç, âî, ïîä, ñî,

÷åì, êòî, äâà, áåç, ïîòîìó, ïðè, òîãäà, ìåæ-

äó, íàäî, ÷åðåç, íàä, ñåé÷àñ, ìîæíî, áóäòî,

îá, áîëüøå, âñåãäà, õîòÿ, ïåðåä, ïðî, âñÿêèé,

ñëó÷àé, èìåííî, õîòü, ìíîãî, òî÷íî, äîâîëü-

íî, ïîêà, êóäà, äàâíî, èíîãäà, êî, èíîé, áûñò-

ðî, äîëãî, åäâà, ìàëî, çàâòðà, òàêæå, ñêâîçü,
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Figure 3: The result obtained from the first 94 function words (computed by the algorithm described)
from the entire corpus. Nabokov is separated from other Russian authors and the translations are also
separated. For each author the corresponding works are grouped in the same cluster.

ìèìî, äîìîé, ïðîòèâ, íàïðîòèâ, îêîëî, äàëå-

êî, âèäíî, âîêðóã, ãîðàçäî, âîí, âåñåëî

Observation: Sometimes the counter of the “the
best” result and the counter of the “second best”
result could have similar values but this was not
the case for us. In those situations, we would ad-
vise to analyze the differences between the results.
Moreover, in the case when a large number of files
are analyzed the counters could be small and the
clusters could differ by a small shift between one
and other. We indicate choosing a different equiv-
alence relation in this scenario.

Using the same feature set deduced early, we
have obtained just the clustering result on Rus-
sian. Figure 3 is relevant in this sense. A first
cut of this dendrogram (the rightmost thin verti-
cal line) indicate that the early Russian novelists
included (Dostoyevsky, Bryusov, L. Tolstoy, Tur-
genev) are clustered separately from all the other
authors. A second cut (the middle-sized vertical
line) indicate an answer to our second problem -
if we can attribute a translation to an author. Giv-
ing the inter-cluster distance, we find the original
works of Nabokov (prefixed with O) as being clos-
est to the cluster containing translated works (pre-
fixed with T). The third cut (the leftmost thick ver-
tical line) suggests that translations (prefixed with
T) are clustered separately from all the other Rus-
sian novels. This fact enforces the theory under
which translations have distinctive features from

text written natively in a certain language. Never-
theless, all the texts of various writers (including
Nabokov) are clustered together, confirming the
possibility of attributing translated documents to
an author.

6 Conclusions and future work

We have reconsidered from a quantitative perspec-
tive the works of a bilingual writer. We have cre-
ated a list of function words for Russian with re-
spect to some quality factors described (frequency
of words, frequency of results, word types and
rankings) and tested it in a larger context by ex-
tending the initial corpus of Nabokov’s works, see
Figure 3. In the same figure the works of the other
authors are grouped accordingly. The cluster of
original works of Nabokov is the closest cluster
to the translated from English documents (with
respect to the inter-cluster distance). It seems
that there is a tight relation between translationese
identification and authorship attribution since fea-
tures normally used to characterize the style of an
author can be used to classify translated versus
original documents.

As for of attributing a translation we can con-
firm that it is possible in a certain degree of fuzzi-
ness, Figure 3. We have to also consider fact that
Nabokov, at the time of writing in English had as-
similated the language perfectly as suggested by
Gorski (2010).
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The immediate priority is enlarging the English
corpus for testing and extending the methods pre-
sented. Another chapter of interest is related to
finding the linguistic resorts behind these feature
sets and what other properties do they present with
respect to the corpus. Analyzing the similarities
between different translations of the same work is
also on top of our list.
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