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Abstract

Although several studies have developed
models and type hierarchies for named en-
tity annotation, no such resource is avail-
able for semantic relation annotation, de-
spite its utility for various applications
(e.g. question answering, information ex-
traction). In this paper, we show that
there are two issues in semantic relation de-
scription, one concerning knowledge engi-
neering (what to annotate?) and the other
concerning language engineering (how to
deal with modality and modifiers?). We
propose a new annotation scheme, mak-
ing it possible to have both a precise and
tractable annotation. A practical exper-
iment shows that annotators using our
scheme were able to quickly annotate a
large number of sentences with very high
inter-annotator agreement.

1 Introduction

A large number of natural language applications
(e.g. information extraction, question answering,
automatic summarization) require a precise analy-
sis of the linguistic content of the text. Since the
Message Understanding Conferences in the 1990s,
there is a general agreement on the different steps
required to perform this analysis: i) relevant ele-
ments (mostly named entities) are first recognized
and tagged, then i) relations between these ele-
ments are extracted. This generic schema does not
preclude the existence of other steps in the anal-
ysis (e.g. anaphora resolution, discourse structure
recognition), but the recognition of basic elements
and relations between them is nevertheless a shared
basis among a large number of systems (Jurafsky
and Martin, 2009).

This of course explains why there has been an
increasing amount of research both on named en-
tity recognition and on relation analysis in the last
20 years (MUCG6, 1995; Appelt and Martin, 1999).
However, the maturity of these two tasks differs to
a large extent. As for named entity recognition, a
large number of tools, data and gold standard are
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available for very different languages. The success
rate is often above .9 or even .95 F-measure for ma-
jor categories (person’s names, location’s names)
in newspapers (Collins and Singer, 1999). Entity
types are to a certain extent normalized and for-
malized in large hierarchies (see for example the
hierarchy proposed by Sekine which is now a de
facto standard (Sekine et al., 2002)).

In comparison, it is interesting to observe that
only a few annotated corpora and no real gold
standard exist for semantic relations'. A first ex-
planation is that relation analysis largely depends
on the task and on the kind of corpora being an-
alyzed. However, we do not think that this is
enough to explain the current situation: for ex-
ample question-answering systems are supposed to
address any kinds of questions and thus require a
generic approach for relation analysis.

It is of course difficult to normalize the set of all
possible relations. The clusters of verbs described
in Wordnet (synsets, clusters of near-synonym
verbs) (Fellbaum, 1998) or Framenet (clusters of
verbs sharing the same argument structure) (Fill-
more et al., 2003) are a good basis and our goal
is not to propose a new classification of verbs
and/or events. Nevertheless, annotation schemes
proposed so far do not go beyond simple events
themselves. From this perspective, they are inad-
equate in that they do not provide enough room
between a yes or no option (the relation can be
identified or not), whereas texts constantly report
relations along with modalities, negations, etc.

This is the reason why, in this paper, we propose
a tractable annotation scheme allowing one to an-
notate relations more accurately, with a level of
generality that makes our scheme both tractable
and extensible. We do not focus on event them-

1One of our reviewers suggested previous studies
(like (Carlson et al., 2002; Poesio and Artstein, 2008),
among several others). However, none of these pro-
pose a general scheme for semantic relation annota-
tion. They generally deal with a specific theory (e.g.
Rhetorical Structure Theory (Carlson et al., 2002)) or
a specific phenomenon (e.g. anaphora resolution (Poe-
sio and Artstein, 2008)). Recent frameworks like ACE
take profits of all these studies but a large number of
problems remains unsolved, see (ACE, 2008a).
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selves, but we propose to annotate contextual in-
formation for a more thorough analysis of relations
expressed in texts. Contextual information in-
cludes negations, modalities and reported speech,
which are surprisingly poorly represented in most
schemes.

We first show why semantic relation annotation
is difficult. We then present previous schemes that
have been proposed in different frameworks, esp.
the Message Understanding Conferences (MUC)
(Grishman and Sundheim, 1996) and the Auto-
matic Content Extraction (ACE) conferences, as
well as their limitations. We then propose our own
scheme and present two experiments showing that
annotators using our scheme were able to quickly
annotate a large number of sentences with a very
high accuracy.

2 Why is Relation Annotation a
Difficult Task?

We consider different issues related to semantic re-
lation analysis for event detection. Note that we do
not focus on the analysis of lexical relations them-
selves (e.g. synonymy, meronymy, hyponymy, etc.)
since there has been a huge body of research on this
topic so far (Cruse, 1986). We consider that lexical
semantics is outside the scope of this study, even
if this kind of knowledge plays a prominent role
in relation analysis (and therefore, in various tasks
like information extraction or question answering).

In our view, there are two main issues in relation
annotation. The first one is a knowledge engineer-
ing problem, the second one a linguistic represen-
tation problem.

2.1 A Knowledge Engineering Problem

In most annotation schemes, one has to take a bi-
nary decision, i.e. whether to annotate or not the
relation. There are of course some clear cases. For
example, if one is interested in companies acquir-
ing other companies, the following sentences should
obviously be considered as positive examples:

e Google has bought Irish company Green Parrot
Pictures in an attempt to improve the quality
of video uploaded to YouTube.

e Google Buys Mobile Ad Company for $750M
e Google buys YouTube for $1.65 billion

However, most cases are not that clear. Since re-
lations refer to semantic concepts and since those
concepts can be difficult to grasp, some examples
cannot be tagged accurately without a proper rep-
resentation of the domain. Some examples are im-
possible to classify, since the text does not provide
enough information to decide if the event (the pur-
chase) has been completed or not:
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e Under the Note Purchase Agreement: (a) Dol-
phin Fund II acquired convertible notes of the
Issuer in the aggregate principal amount of
$988,900, which convertible notes were con-
vertible, as of January 15, 2003 into 3,826,270
shares of Common Stock

In this example, the text is complex, refers to do-
main specific concepts and does not even give the
key to the annotator: it is not explicitly said if the
result of the transaction means a transfer of the
control of the company or not.

All these refer to knowledge engineering prob-
lems: most of the time, a good command of do-
main knowledge is necessary to be able to anno-
tate accurately the different examples in the text.
As seen above, this knowledge is not enough when
some information is missing or when the text is
underspecified.

2.2 A linguistic engineering problem

The linguistic side of the problem is of course not
completely disconnected from the knowledge engi-
neering point of view. Let’s consider the following
examples:

o Rumors Swirling Around A Google Acquisition
of Groupon...

e Is Google Buying Groupon For Several Billion
Dollars?

One can see that the first sentence does not refer
to a pure fact since the main information is intro-
duced by the phrase “Rumors Swirling Around”.
In the second example, it is the fact that informa-
tion appears with a question mark that makes it
uncertain.

More generally, relation annotation is insepara-
ble from the analysis of hedge expressions. Accord-
ing to J. Watts (Watts, 2003), hedge expressions
are “linguistic expressions which weaken the illo-
cutionary force of a statement: by means of attitu-
dinal predicates (I think, I don’t think, I mean) or
by means of adverbs such as actually, etc.”. Modal
auxiliaries (may, would...) should also be include
in this list.

e Google May Acquire Groupon for $6 Billion
o If Google would acquire Salesforce.com, it
wouldn’t be about CRM only.

In the previous examples, modal auxiliaries make
it clear that these sentences are not about facts but
possibilities.

For some kinds of events, one can easily find
speculations (e.g. rumors in the financial domain).
Speculations can also use the negative form:

o Google will NOT acquire Twitter in 2011.



o Why Google Will Not Acquire Twitter

All these examples show that texts are not just
about facts but include a lot of other phenomena
(modals, negation, etc.) that make annotation a
difficult task.

This is of course not new, and a lot of stud-
ies have tried to address some of these complex
linguistic questions (e.g. analyzing the scope of
modalities or negations). However, these questions
are not directly addressed by most existing anno-
tation schemes, especially the most popular ones.

3 Existing Schemes for Semantic
Relation Annotation

Semantic relation analysis is a traditional task for
the language understanding community. Despite
the lack of generic resources (as seen in the intro-
duction), a large number of works involve relation
annotation. As a consequence, relation annotation
has been identified as a separable and re-usable
task from the Message Understanding Conferences
on.

3.1 Early Work in Relation Annotation

Text understanding has been explored since the
beginning of natural language processing, and in-
volves since the beginning the recognition of se-
mantic relations between textual entities.

During the 1970s, a number of applications tried
to establish a link between texts and databases.
This kind of analysis typically requires to be able
to connect together different pieces of information.
Ad hoc relations were defined and recognized in
texts in order to fill databases and subsequently
be able to access these databases with natural lan-
guage queries (see for example the LUNAR system
developed by Woods to access databases on mate-
rials collected on the moon (Woods, 1973)).

Semantic networks (e.g.  conceptual graphs
(Sowa and Way, 1986)) provided a framework to
standardize the representation of this kind of in-
formation, but did not normalize the annotation
itself.

3.2 The Message Understanding
Conferences (MUC)

The Message Understanding Conferences refer to
a series of evaluation campaigns organized by
DARPA from 1987 to 1998 (MUC6, 1995; MUC?7,
1998). The goal was for DARPA and other fund-
ing institutions to be able to track the progress of
different strategies for information extraction (i.e.
the extraction of structured knowledge from un-
structured texts). We will not detail here the evo-
lution of MUC during these 12 years, since good
overviews are available elsewhere (Grishman and
Sundheim, 1996).
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What is interesting from our perspective is
the fact that for MUC-6, in 1995, named en-
tity recognition was recognized as an indepen-
dent task. Three other tasks (“co-reference an-
notation”, “template element” and “scenario tem-
plate”) were proposed for evaluation, and these
were mainly based on the identification of rele-
vant relations between named entities, and be-
tween named entities and their attributes.

Here, the evaluation was clearly task-oriented: a
limited number of texts from the targeted domain
were carefully selected for evaluation. Modifiers,
negations and other hedge expressions were only
marginally represented and not really integrated in
the annotation framework. Most systems did not
take these elements into account, with no major
penalty. Of course, this kind of strategy can lead
to major errors, which can be a serious problem
when the system is used in the real world.

3.3 Automatic Content Extraction (ACE)

Automatic Content Extraction refers to a series of
evaluation campaigns held between 2000 and 2008
and organized by the Linguistic Data Consortium
(LDC). Contrary to what was done in the frame-
work of MUC, the evaluation is not task-oriented
but technology-oriented, in that it is supposed to
provide general guidelines that are not limited to
a given domain (Doddington et al., 2004; ACE,
2008b).

ACE considers for example issues related to
modality (ACE, 2008b). A fact can be tagged as
ASSERTED or as OTHER (all other cases). As
we have seen in the previous section, there are far
more than two cases to consider in order to be able
to accurately tag texts. Moreover, the guidelines
provide rather unclear rules like “If we think of
the situations described by sentences as pertaining
to possible descriptions of the world (or as ‘pos-
sible worlds’) then we can think of ASSERTED
Relations as pertaining to situations in ‘the real
world’, and we can think of OTHER Relations as
pertaining to situations in ‘some other world de-
fined by counterfactual constraints elsewhere in the
context” (ACE, 2008a).

The authors give the following example: “We
are afraid Al-Qaeda terrorists will be in Bagh-
dad”. Since “The presence of Al-Qaeda terror-
ists in Baghdad is a situation being described as
holding in the counterfactual world defined by
‘our’ fears”, the example should be consider as be-
ing ASSERTED. They also give an example that
should not be considered as being ASSERTED: “If
the inspectors can get plane tickets today, then they
will be in Baghdad on Tuesday”. This sentence is
not ASSERTED because “the inspectors (they) are
in Baghdad only in the worlds where they get plane
tickets today” (ACE, 2008a).



So a fact is asserted when it is “interpreted
relative to the ‘Real’ world” and not asserted
(OTHER) when the fact “is taken to hold in a
particular counterfactual world”. Finally, “nega-
tively defined relations (e.g. ”John is not in the
house”) [should] not be annotated” following the
ACE proposal.

In our view, there are several problems with this
scheme:

1. there are more than two values to be consid-
ered. The distinction between ASSERTED
and OTHER is not enough to get a fine
grained description of relations in texts (for
example, this annotation does not say if the
event is completed or ongoing, if it is sure,
probable or just possible) . Moreover, it seems
important to annotate the source of the asser-
tion when possible;

2. there is no reason to exclude negative events.
Moreover, from an applicative point of view,
this knowledge is often of paramount im-
portance for the domain (e.g. know-
ing/speculating that Google will not buy
Twitter in 2011 may have a major impact on
investment people);

3. the notion of real world vs counterfactual
world is not really operational for the task.
It does not provide enough evidence for the
annotator to make her decision.

Most recent frameworks do not seem to an-
swer these issues, even for the “event detection”
task; they often contain domain specific annota-
tion (Aitken, 2002; Mcdonald et al., 2004; Jayram
et al., 2006; Shen et al., 2007; Kim et al., 2008)
or focus on a certain type of information (Morante
and Daelemans, 2009). So we need to build on
the ACE scheme in order to overcome some of its
shortcomings.

4 A New Relation Annotation
Scheme

Semantic relations correspond to a core event with
most of time additional information related to
the event. These additional pieces of information
are most of the time encoded through negations,
modalities and higher level clauses (for reported
speech for example). Our contribution addresses
these elements.

4.1 Basic Event Encoding

We consider that a semantic relation is part of
the linguistic expression of an event. This rela-
tion is most of the time expressed by a predicate,
either a verb (Google buys YouTube) or a noun
(the purchase of Youtube by Google...). The pred-
icate governs some arguments (Google, Youtube)
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that can be tagged more or less precisely (argl,
arg2; agent, patient; buyer, target; etc.). Linguis-
tic descriptions of verb hierarchies provide an ac-
curate basis for this kind of analysis (see Word-
net (Fellbaum, 1998) or Framenet (Fillmore et al.,
2003), as detailed above). These hierarchies must
be adapted with respect to the domain but they
are anyway as far as it can be re-usable.

Existing frameworks like MUC or ACE provided
precise guidelines for this kind of information. We
build on these guidelines for our experiments.

4.2 Enunciative Modalities

The description of basic events must be completed
in order to take into account the different issues
we have described above (knowledge engineering as
well as linguistic engineering issues). We consider
three basic attributes directly associated with rela-
tions in order to express the degree of completeness
of the event: COMPLETED, ONGOING, POSSI-
BLE.

e if the process is done and over, it is COM-
PLETED;

e if the process has begun is not yet accom-
plished, it is ONGOING;

e if the process has not begun, it is POSSIBLE.

Moreover, the event can be NEGATED (e.g. see
Google will NOT acquire Twitter in 2011).

The event can also be reported directly or by
different sources, which means we have to annotate
the relation as being DIRECT (Google Buys Mobile
Ad Company for $750M) or INDIRECT and, for
the latter, we also have to annotate the SOURCE
when possible (see for example “Rumors Swirling
Around A Google Acquisition of Groupon” where
the PROCESS is reported, therefore INDIRECT
and the “rumors” are the source). Table 1 gives
some examples along with their annotation.

More detailed annotation schemes are possible,
especially to deal with different kinds of modalities
(epistemic, deontic, etc.). We do not think it is ap-
propriate to have a so fine grained description as
these categories will be inappropriate for most lan-
guage understanding applications. Note that this
more fine grained categorization is not incompati-
ble with our scheme. It just requires that some of
the categories are refined.

5 Experiments

We present here a method to quickly extract po-
tential relevant sentences from corpora using col-
locations. These sentences are then manually an-
notated in order to check the operability of our
scheme.



Sentence Annotation

Rumors Swirling Around A Google Acquisition of | POSSIBLE, INDIRECT,

Groupon SOURCE="rumors’

Google will NOT acquire Twitter in 2011 POSSIBLE, DIRECT,
NEGATED

Google Buys Mobile Ad Company for $750M

COMPLETED, DIRECT

Dollars?

Is Google Buying Groupon For Several Billion

POSSIBLE, DIRECT

Google announced on Friday that it has entered
into an agreement to acquire Widevine

ONGOING, INDIRECT,
SOURCE="Google’

Table 1: English examples with annotations.

5.1 Extracting Potentially Relevant
Sentences from Corpora

The extraction of relevant sentences from corpora
is a long and labour intensive task. Most of the
time, one must read a large number of texts in
order to find only a few relevant sentences. This is
both inefficient and time-consuming.

In order to reduce the time spent on this step, we
have developed a series of tools allowing one to re-
trieve relevant documents and then identify poten-
tially relevant sentences. Our approach is simple
and easy to reproduce: the idea is to use colloca-
tions as a basis for filtering sentences from corpora.
The approach can be compared to previous experi-
ments described for example by Riloff with the Au-
toSlog system (Riloff, 1993). Information extrac-
tion patterns involve arguments that can be used
to find relevant predicates and, in turn, relevant
predicates can be used to find relevant arguments.
The same strategy can be used to identify relevant
sentences.

We reproduced this idea by first fixing named
entity types. Sentences containing these types
are then retrieved if named entities appear within
a certain distance (in most experiments we used
a sliding window with a distance inferior to 10
between the two named entities) (Freitag, 1998).
This technique makes it possible to retrieve a
certain number of sentences (the method can be
parametrized to adjust the number of retrieved
sentences). User studies (made with a represen-
tative sample of potential end-users who are not
trained linguists) have proven that experts can de-
scribe the kind of relations they are looking for and
the kind of entities these relations involve. They
are practically able to use the tools we have devel-
oped and are able to perform their analysis a lot
quicker with this approach.

For example, in the case of companies buying
other companies, only sentences that contain at
least two company names are extracted. This of
course eliminates relevant sentences containing less
than two company names (esp. sentences contain-
ing anaphora) but, after manual inspection, we as-
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sume we get a representative set of sentences any-
way, since anaphora do not fundamentally change
the deep semantic structure. So, even if anaphora
are not taken into consideration here, they can be
analyzed and integrated in subsequent steps with-
out any problem.

For the company buyout task, the system pro-
vided more than 1000 potentially relevant sen-
tences in a few minutes (extracted from a 2.9 mil-
lion word corpus). It then took less than one hour
for an expert to manually check these sentences
and discard non relevant ones. More than 50% of
the extracted sentences were relevant but this rep-
resents less than 5% of the corpus (and always less
than 10% of the corpus, even with other domains
and relations). This proves that the approach is
both efficient and accurate.

5.2 Corpus annotation

Our experiment is based on the previous set of
sentences extracted from different sources, mainly
from financial newswires and newspapers (see ta-
ble 2 for some examples). A reduced experiment
has been done on English texts (see examples in ta-
ble 1 and in section 2) but a larger experiment has
been done on French, using texts from the same
domain. This ensures that our annotation scheme
is largely language independent.

This corpus is automatically analyzed using a
state-of-the art named entity taggerQ. Sentences
containing two company names are extracted. As
a result, one hundred sentences are extracted and
these sentences are annotated according to the
above scheme by two human annotators.

5.3 Inter-annotator agreement

Interannotator agreement is relatively straightfor-
ward to calculate, although there are dependencies
between tags (e.g. SOURCE is relevant only in
case of INDIRECT speech). For each sentence, we
compare the set of tags added by annotator A and
by annotator B. If the tags do not fully correspond,

2Tha ARISEM named entity recognizer.



Twitter dément la rumeur de rachat par Apple

NEGATED, INDIRECT,
SOURCE="rumeur’

cheté EditGrid, un service de tableurs en ligne
basé a Hong Kong, pour une somme comprise en-
tre 10 et 30 millions de dollars.

Areva a racheté pour 1,62 milliard d’euros la part | COMPLETED, INDI-
de Siemens dans la co-entreprise Areva NP, ou- | RECT, SOURCE="les
vrant la voie & un rapprochement entre Siemens | porte-parole des deux
et le russe Rosatom, selon le journal allemand Die | groupes’

Welt, qui cite les porte-parole des deux groupes,

s’exprimant dans un document qui sera publié

lundi.

Selon Appledus, un des plus gros blogs chinois au | COMPLETED,

sujet d’Apple, la firme de Cupertino aurait ra- | INDIRECT,

SOURCE="Appledus’

Amazon aurait racheté la jeune pousse américaine
Touchco basée a New York pour développer son
offre de lecteurs de livres numériques Kindle.

POSSIBLE, DIRECT

Le possible rachat du Parisien-Aujourd’hui en
France par le groupe Dassault inquiete.

POSSIBLE, DIRECT

La société Acom?27 dirigée par Monsieur et
Madame Garnot n’a absolument pas été rachetée

NEGATED, DIRECT

par les éts Cochet.

Table 2: French examples used for evaluation.

we consider that there is a disagreement. Depen-
dencies between tags are not taken into account.
This is not a problem as it penalizes the evalua-
tion, rather that the other way round (i.e. results
are lower than they would be if we were taking into
account these dependencies).

We then computed Cohen’s kappa (Cohen, 1960)
and obtained 0.94, which means a near perfect
agreement, according to the usual interpretation of
Cohen’s kappa results (Fleiss, 1981). This proves
that our method is both efficient and accurate.

Some sentences are hard to classify between DI-
RECT and INDIRECT, especially when the event
is negated, for example when a company denies
rumors (Twitter dément la rumeur de rachat par
Apple — Tuwitter denies the Tumor of a buyout
by Apple). In this case, the experts agreed on
NEGATED and INDIRECT. The cases of dis-
agreement are rare and affect quite specific sen-
tences (with negation or with a complex structure);
they can all be solved after discussion between do-
main experts.

However, this scheme does not cover all possible
cases and should be extended for specific needs.
Since it is open (and built upon existing schemes)
it can easily be extended to cover new cases and
new applications.

6 Conclusion

In this paper, we have presented an annotation
scheme that is more precise that what has been
proposed for the MUC and the ACE conferences.
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Our scheme allows one to quickly annotate rela-
tions in texts without sacrificing accuracy.

We have proven this result through an exper-
iment on texts from the financial domain, both
in English and in French. Additionally, we have
shown that it is possible to quickly retrieve rele-
vant examples just by accessing the corpus with
key collocations.

The perspectives are twofold. First, we need to
annotate a larger number of texts from different
domains to ensure the utility of our scheme. Sec-
ond, we need to explore different specializations
of this scheme, as different needs will probably be
expressed in the future to get a more precise anno-
tation, concerning modalities for example.
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