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Abstract

This paper addresses the problem of scientific research
analysis. We use the topic model Latent Dirichlet
Allocation [2] and a novel classifier to classify re-
search papers based on topic and language. Moreover,
we show various insightful statistics and correlations
within and across three research fields: Linguistics,
Computational Linguistics, and Education. In particu-
lar, we show how topics change over time within each
field, what relations and influences exist between top-
ics within and across fields, as well as what trends
can be established for some of the world’s natural lan-
guages. Finally, we talk about trend prediction and

correlations, and graphics which show the dynamics of top-
ics and local and global trends based on the proceedings
of the major conferences and journals in the three fields
over many years. In particular, we show how topics change
over time within each field, what relations exist between
topics, what temporal correlations and topic influences can
be determined across fields, as well as what trends can be
established for some of the world’s natural languages. Fi-
nally, we mention some future extensions of this research
including suggestions for novel topics by combining re-
search ideas across fields as well as predicting futuregrend
from this combination.

topic suggestion as future extensions of this research.

2 Previous Work
Keywords _ N
Most of the work on the analysis of scientific research

deals with citations [11]. This includes the examination
of the frequency, patterns and graphs of citations in arti-
cles and books. Citation analysis uses citations in schol-
arly works to establish a graph with links between works
and researchers. The web has had a major impact on
No one can predict (at least not in detail) the stringerthis type of research leading to the creation of databases
issues that science and society will consider in the nexuch asScopus(www.scopus.com) an@oogle Scholar
decades. However, if we look at some top-priority issue@cholar.google.com) which allow the analysis of citation
of today - such as health, economy, homeland securitgatterns of academic papers.
stem-cell research, science teaching - and pressing obsear Citation analysis, however is limited in that the cita-
questions, such as how to enhance child development atioh graphs created are sparse and they do not span re-
learning and even how to make sense of the huge amouated fields. For example, the citation analysis literaf@te
of information with which we deal daily, we can say thatshows that 90% of papers published in academic journals
future topics will be so complex as to require insights fronare never cited. Moreover 50% of papers are never read by
multiple disciplines. anyone else but their authors, referees, and journal sditor

Interdisciplinary research will thus facilitate the intag Another approach to the analysis of scientific research
tion of information, data, techniques, tools, perspestiverelies on topic models which uncover structures used to ex-
concepts, and/or theories from two or more disciplines gslore text collections. In particular, they divide docurteen
sources of specialized knowledge to advance fundamentalcording to their topics and use the hidden structure to
understanding or to solve problems whose solutions are bgetermine similarity between documents. Popular unsu-
yond the scope of a single discipline or field of research. pervised topic models such as Latent Dirichlet Allocation

We believe that like other disciplines, Computationa{LDA) [2] and hierarchical models [7] have been success-
Linguistics (CL) will drastically benefit from an interdisc  fully applied to various publications such @ke American
plinary perspective. This research is part of a larger jgtoje Political Science Reviewnd Science In Computational
whose goal is to design a system which will help fostetinguistics, the only work of which we are aware is that of
interdisciplinary research in order to make breakthrougHall et al. 2008 [4] who study the history of ideas using
predictions for future directions. The system is also intDA and topic entropy.
tended to promote interdisciplinary collaborations by-pro In this paper we extend over the work of Hall et al. 2008
viding novel topic suggestions to professionals who woulf4] by adding two related fields (Linguistics and Education)
like to engage in research discussions with other partieand by employing various novel topic models for scientific
but who are not familiar with those areas. research analysis.

This paper presents details about the current version of
our system whichiesearches set of three fields: Linguis-
tics, Computational Linguistics, and Education (weinelud 3~ Approach
here Educational psychology). Based on various topic
models which classify research papers into topic and lama this section we present the data used in this research and
guage categories, the system displays a series of statistithe topic models employed. We categorize both by topics
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Field | Venue Number of | Year “languages” is not so informative, but the phrases “lan-
documents | range guages in” and “languages of” indicate discussion of lan-

::mg tﬁ%%ti‘:t?; Journal of 122% ;g:gg guages in a certain region or family, and thus should tilt to-

LING | Linguistic I’nquiry 338 | 98-08 ward thelanguage documentaticandtypologycategories.

LING | Ling. & Philosophy 652 | 77-08 ~ Since some categories are significantly under-labeled,

CL ACL 1826 | 79-08 instead of definingP(c;) as the observed probability, we

CL EACL 517 | 83-06 assume that the categories have a uniform distribution. The

CL NAACL 543 | 01-07 probability of a feature given a class is estimated using

CL Applied NLP 262 | 83-00 Laplace smoothing [10]:

CL COLING 1549 | 63-

EDU | Education, Journal of 491 | 75-06 P(file;) = n; +1 @

EDU | Educational Psych. 1116 | 90-08 T |F)

wheren; is the number of examples labeledthat have
Table 1: This table presents the number of documents pelr &S an active feature; is the number of unique active
field and publication venue. CL stands for Computationdeatures among all examples labetgdandF is the feature
Linguistics, LING - Linguistics, EDU - Education. set. ) )
We want to allow a paper to be placed into multiple cate-
gories, or none, if it does not match any category. For such
an any-of classification task, one would typically create a
and by language. binary classifier for each class and determine membership
in each class individually [8]. We do not do this here be-
3.1 TheData cause papers were labeled with some but not all of the cat-
egories they might belong to, so we cannot assume that the
Our corpus consists of approximately 4,700 papers (1968bsence of a label implies that a document can be used as a
2008) from the ACL Anthology [1], 2,300 papers from negative example for membership to a class.
Linguistics journals (1977-2008), and 1,700 papers from Instead, we label a paper with some subset of categories
Education journals (1975-2008). The exact distribution i§ which P(¢;|D) is significantly greater than the others.
shown in Table 1. To best represent each field, we chose tdp do this, we first perform z-score normalization on the
journals (Linguistics and Education) and conferences (CLyrobabilities [5]. The z-score of a value p is defined as
that have broad topic coverage of their respective fieldsrz;_ls' where P is the average over eagh and o is the
The papers were obtained from library and publisher welstandard deviation.
sites. Only titles and abstracts were freely (and electroni \we then say that a papd? belongs to all categories
cally) available for papers in the Linguistics and Eduaatio sych that the z-score dt(c;| D) is above some threshold.
journals. This means that the probability assigned to the category is
greater than the average by some distance relative to the
. . standard deviation of the probability values.
3.2 Modeling the Research Fields In an attempt to strengthen the training data, we took
. T a semi-supervised approach and added to the training set
321 Modeling Linguistics documents that were labeled with a probability above a
Some, albeit 0n|y a small fraction, of the Linguistics pa.ConStant confidence threshold. This process was ltemtlvel
pers were already categorized (with overlap) in their origtepeated until no new examples were added to the training
inal publications. Specifically,anguage Journal of Lin-  Set. ] ] B
guistics andLinguistic Inquiryprovided 320 labels for 190  For an estimate of this classifier's performance, we per-
of these papers. Moreover, we manually labeled an aéprm_ed lO-fOld cross validation. Table 2 shows however
ditional 147 papers with 185 labels to increase coveradBat its initial performance was not good enough to make
and to create more training data for underrepresented caccurate observations. .
egories. We labeled these papers with categories from theWe improved over this approach employing a model pro-
original set as well as new topics that were missing, such &sed by Zelik & Hirsh 2000 [12]. The idea is to use an
typology, pragmaticeandmetaphor In the end, there were unlabeled corpus of _background knowledge to ma;ch un-
86 distinct categorization topics. Of the remaining 2,14¢beled examples with labeled examples. Thus, if a la-
unlabeled papers, we had abstracts for 281, and only titi®¢led document A is similar to some document W in the
for the rest. The small training set and document lengtHgckground corpus and an unlabeled document B is similar
make this a difficult classification problem. To begin, welo the same document W, then perhaps B should have the
constructed a basic Naive Bayes classifier that assighs e&@&me label as A. This method is particularly useful when
documentD a probability of belonging to each categary the training set is very small and when the strings to clas-
defined as sify are short.
To create our background corpus, we grabbed the
_ _ _ N Wikipedia articles categorized undeinguistics truncat-
P(c;|D) = P(c;) H (P(files)) (1) ing the documents down to the main content part and re-
moving the HTML tags. Each article is represented as a

where F, is the feature set of document. The fea- vector of the tf-idf measures of the words in its text, with
ture space consists of both words from the text, titles arl@d term frequencies aner(t) = log({5}).
abstracts of documents as well as the bigrams from theseThe same tf-idf representation is used for our labeled and

strings. Bigrams are useful here — for example, the wordnlabeled research papers. The cosine measure is used to
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calculate the similaritgim(D;, W;) between a paper and | Model P R F

a Wikipedia article. Letp . be the score assigned to adoc- | Supervised NB 0.59] 0.68] 0.63
umentD for a category: based on this matching through | Semi-supervised NB 0.89| 0.68 | 0.77
Wikipedia. We define this as Combined NB + Wikipedig 0.85| 0.67 | 0.75

Semi-super. w/ new labels| 0.91] 0.78 | 0.84

UD,c = Z Z I(c € Lj)sim(Lj, A;)*sim(Ai, D)
Ai€WD L€ Xas Table 2: Classification performance for the Linguistics
(®  data. NB stands for Nae Bayes.

wherelWp, is the set of Wikipedia articles that are similar

to D above a threshold cosine scog X 4; is the setofla- - \ye chose to use the generative model Latent Dirichlet Al-
beled papers with similarity scores to an artielegreater ocation [2], which represents documents as random mix-

than ., and[ is the indicator function.\. is defined as yres over latent topics, where each topic is characterized
some constar standard deviations above the mean Simipy a multinomial distribution of words.

larity measurement between a categegnd each article. ~after removing a standard list of stop words, we ran
This assigns a larger to the categories with the highest| pa to induce 100 topics on the text of the papers and

similarity to the Wikipedia articles which are highly simi- g5yeq 72 topics that were relevant. A sample of these top-
lar to D (the paper we are attempting to label). ics is shown in Table 3.

We can now classify a document by augmenting the orig-

inal Naive Bayes probability’(c| D) with this newv score ) )
as follows. 3.2.3 Modeling Education

During testing, we noticed thdt(c|D) was amore accu- \ye ysed a similar process for the field of Education. We
rate weight than;Pw (or vice versa) for certain categories. .5 | DA on the Education papers using the words from the
For example, Naive Bayes alone could correctly label @ Pgjes and abstracts, as the full text was not available. We
per ashistorical linguisticsin the presence of a word such seq these data to induce 30 topics and chose 18 that were
aﬁ hls_toryh, blln mgfgtchmg through Wikipedia would usu-yg|eyant. Two of these 18 topics were specifically relevant
ally point the classifier to an irrelevant class. . to language +eading/language comprehensiandread-

To corppensatehfor this problem, we introduce a bias fagyg/jlanguage instructionWe repeated the LDA process on
tor o, defined as the mean valueBfc| D) orvp . foreach  yhis gybset of language-related papers and grouped them

documentD in the training set that is labeled aswhere jnt4 g additional topics. Samples of these topics are shown
both P(c|D) andvp . have been normalized to the samgp, Taple 3. pICS. P P

range. We calculater values during a run of the cross-
validation test, then rerun the classifier with these values L
Finally, to label a document, we assign each document3 Categorizing by Language

ight t dacl defined
welght foward a class defined as In addition to labeling papers by topic, we noted which lan-

wp,e = log(1+ (fracnp,.P(c|D)))+log(1+ (fracw,cvp,c))  guages were discussed in papers. Thus, we simply labeled
(4) a paper with the languages that appear in its text above a
certain frequency threshold. Intuitively, this should wor
wherefracz,. = ;=% . except for a few cases and with a few languages. English,
frac distributes the weights between the methodr example, is not always explicitly mentioned in papers
(Naive Bayes or Wikipedia matching) according to howhat focus on English, and Greek returns false positives in
they usually perform on the class Education because of Greek culture studies. Otherwise,
wp.. iNncreases with the size of classso we adjust the empirically this works quite well — if a language is men-
confidence threshold according to this. Then, a pdpes  tioned at least a few times in a paper, then we would like
labeled as the categouyif the z-score ofup . is above the  this paper to be labeled as such.
variable threshold,, which is defined as the prior proba-
bility P(c) normalized to fit the rang& [, dy] for some .
constan(t I)ower/upper threshold bounds. 4 Data Analysis

This classification performance is listed in Table 2 ) ] o
(Combined NB + Wikipedia). This performance is actudn the following subsections we present insightful observa
ally slightly worse than the semi-supervised Naive Baye#ons on the data classification and discuss potential srend
classifier. However, it was able to correctly classify paper
that Naive Bayes could not. . . é'l Changes Over Time

We then took an additional step of semi-supervision an
extracted the top results (with a score above some thresfe measure a topic’s prominence over time, we look at
old) of our combined Naive Bayes with Wikipedia classithe fraction of papers within that topic dated in a given
fier and added them to the training set. We re-ran our origrear out of all papers from that year. We perform least
inal semi-supervised Naive Bayes classifier with this newquares linear regression on the temporal data points for
training set to get our final results (last row in Table 2). each topic to see if and by how much a topic has a general
upward/downward trend.

Within Computational Linguistics, our findings are sim-
ilar to those presented by Hall et al. 2008 [4]. Thus,
Most of the papers in the ACL Anthology are not categotext classificationhas the largest upward trendNatu-
rized, so unsupervised methods were needed to label theral. language interfacesind speech act interpretatioare
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Topic | Keywords
Linguistics
Pragmatics pragmatics attitudes meaning semantics pragmatic infereommunication
Prosody accent intonation initial prosodic prosody contour faless phonological
Psycholinguistics mental psychological language processing psychologyesemtations triggers
Quantifiers quantifier quantification quantifiers existential scopeegatized polyadic
Semantics semantic semantics meaning lexical content pragmaticsimgsaconceptual
Computational Linguistics
Morphology morphological word morphology lexical level forms form iean stem words
MT Evaluation evaluation score human scores sentence automatic queftityence metrics
Multimodal NLP multimodal speech gesture user language input figure spmd®ed systems
Named Entities entity names named entities ne information person locatioo extraction
Optimality Theory constraints constraint dominance theory language phgiualbstructure stress
Education
Race/Ethnicity Issues american students african teachers ethnic minority styee Educationa
Reading Instruction reading children phonological instruction awarenessgselling skills
Reading Comprehension reading language comprehension english children vocabulard readers
Self Concept/Efficacy self concept efficacy academic model relations skill donaditfity
Teaching Effectiveness learning multimedia students evaluations teaching effecéss factor

Table 3: Slice of topics and their top keywords in Linguistics, Cotapianal Linguistics, and Education.

0.35

among the strongest-declining topics. In genei@imal Formal Semantics (CL)
semanticeind similar theoretical topics have takenanose- .| Conceptual Semantics (CL) |
dive since the 1980s, whilstatistical/probabilistic meth- -t r Formal Semantics (Ling)
odshave strongly increased. Within the aressefmantics .|
there are some topics on the rise, suctvasl sense disam-
biguation semantic role labelingandevent/temporal se- o2}
mantics |
In Linguistics, no topic showed a strong rise in promi- 015
nence, at least not among topics that were large enoug|
to give accurate trends over time. For the most part, top- *'[
ics fluctuate year-to-year, but do not have an overall trend.U |
There were, however some topics with a noticeable de-"
cline. Thus, an interesting observation is that while in ‘ ‘ . .
Computational Linguistickormal semantictook a signifi- 1385 1290 1995 2000 2005 2010
cant plunge, it has declined less dramatically in the field of . o . ) o )
Linguistics while still remaining relatively prominentge  Fi19- 1: Semanticsn Computational Linguistics and Lin-
Table 1). The statistics indicate tHanguage documenta- 9uistics over time.
tion, historical linguistics and pragmaticsshow the most
marked decline in LinguisticsDiscourseshows a sudden 95 - T -
decline in the late 1990s — to compadlescourse segmenta-  gas| Reading/Language i

! IIN DU AT 0dse Student Perf
tion has a steady rise in CL, bdtscourse Centering The- | - Eteey

ory has a steady decline. Interestingly, the prevalence ot 4| )

computational Linguistics papers in the linguistics jalsn o35t
peaked in the late-80s and early-90s and has since decline:
Moreover,language acquisitiorhas declined in the Lin-
guistics field in the past decade, whereas it has risen in thozst
Education field in the same time period.

Morphology, prosodyandquantifiershave a steady de- A
cline in CL, whereas they stayed fairly consistent (but %15
small) in Linguistics. 01k

In Education, there is a markedly strong rise in promi-
nence of topics abolénguage and readingStudent per-
formanceis another topic with a strong increase, while
epistemologyhas slightly declined. These are shown in
Figure 2.

0.2r

005F -

0 . . . . . . . . .
1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010

Fig. 2. Most prominent upward/downward trends in Edu-
cation.

4.2 Relations Between Topics

We can see how different research areas are related by tleesandspeech recognitionsome percentage of papers
lowing papers to be assigned to multiple topics. For exanfabeled asdialogue systembave also been labeled with
ple, within computational Linguistics we found that ttie  these topics.

alogue system®pic overlaps witmatural language inter- Of course, we also want to see how topics relate across
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fields. Since we only modeled topics within each distincis word segmentatignwhich did not receive the same at-
field, we must determine which topics of different fields argéention in the other languages.

similar. Thus, we create a topic meta-document for each The Education field differs slightly in that its most
topic by concatenating the words of every document withiprominent languages are Chinese, Spanish, German, and
the class. We can then represent each topic as a vectorkafrean in this order. Chinese and German have a pretty
words from these documents (again weighted by their tf-idjeneral topic distribution, while Spanish- and Korean-
value) and compute the similarity of these topic vectors byelated papers are predominately abbilingualism and

their cosine.

language learning Japanese, German, Spanish, and

Figure 3 highlights the interdisciplinary nature of thesd-rench were found as the most prominent within Linguis-
fields. The links in the diagram show a sample of théics.

highest-scoring similarity matches, where line thickriess
dicates increasing similarity value.

Linguistics

Accents / Accentuation

Agreement

Bilingualism

Conversation / Dialogue

Dependency Grammar

Phonology

Pragmatics

Sociolinguistics

Computational Linguistics

Classification

Dialogue Systems

MNatural Language Interfaces

Parsing

Spelling Correction
Statistical MT
Tutoring

Web Search /IR

Computational Linguistics

Computational Phonology

Dependency Parsing

Matural Language Interfaces

Optimality Theary

Sentiment

Speech Act Interpretation

Syntactic Parsing

Unification

Ed

E

Bilingualism

> | Classroom Enviranment

Literacy / Reading Skills

Problem Saolving

Reading — Instruction

Spelling

Student Performance

Teaching Effectiveness

Fig. 3: Similarity of topics across fields.
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Fig. 4. Similarity of topics across the speech and phonol-

ogy fields.

4.3 Language Trends

0 L L L L L L L L L
1990 1992 1994 1936 1998 2000 2002 2004 2006 2008 2010

In Computational Linguistics, English and Japanese
have remained consistently prominent throughout the
years. Chinese and Arabic show strong increases, while
Russian and Italian have a slight downward trend. French,
German, and Spanish all rose through the late 80s and 90s
and have since slightly declined.

Chinese and Spanish are on the rise in Education and
Linguistics seems to be taking an increasing interest in
Japanese.

5 5%

Cantonese

Catalan

Hmong

Geaorgian
Lithuanian

Sign Lang.

Icelandic

Comp. Ling. Linguistics

Fig. 5: Comparison of less-spoken languages in Computa-
tional Linguistics and Linguistics.

5% 5%

Korean

Romanian
Czech

Finnish
Comp. Ling. Education

Fig. 6: Comparison of less-spoken languages in Computa-

The most prominent languages (after English) within comtional Linguistics and Education.

putational Linguistics are Japanese, German, French, Chi-

nese, and Spanish. Within each language, we can look atlt is also important to look at less-spoken but still promi-
the distribution of topics — although they were not strik-nent languages (Figures 5 and 6). There are some differ-
ingly different for the most part, there were some differences in the languages being discussed in Computational
ences. The most prominent topic for Chinese, for exampléjnguistics compared to Linguistics and Education. For
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example, Czech, Thai, and Swedish are prominentin C5.2 Trend Prediction and Topic Suggestion

Hebrew, Icelandic, sign languages, Irish, Welsh in Lingui

tics, and Korean, Finnish and Cantonese in Educétion
We also compared specific topics over time across la

S . .

We can go even further with the analysis of such correla-
II]i_ons among related fields. For example, we have already
guages. For example, all Arabic papers in CL were in thﬁhOWn in SeCt'On?'Sltha: some f'eldﬁ seem Ito mfluencer(])th—
morphologytopic. The other top languages were mostl)}ers on some particular topics, suchgmnology, speec

the samestatistical MTandparsingat the top recognition anddialog systemsSuch possible influences
' indicate that we can go a step further towards trend pre-

diction. Moreover, another goal for our research is to be
able to suggest novel and interesting topics. For example, a
closer look at our data collection, statistics, and trends i
cates a potential research topgeitomatic note-taking.e.,

The statistics and observations presented in this paper hayow to build a system which takes notes automatically say,
an important significance for the research community ah an academic environment). To our knowledge the topic
large. Besides the potential of identifying novel topitést s novel in Computational Linguistics and has direct impli-
information is useful for assessing which areas are impogations in Linguistics and Education. While in Linguistics
tant and which areas might currently be overlooked. Morét has not been studiégthe topic has been well researched
over, we showed that such a system can indicate interestiftgEducation (in particular from a learning and knowledge
correlations among related fields, correlations which @n lretention perspective). However, in oder to make trend pre-
put to work in various ways. For example, these data can lfiction and topic suggestion possible, a much deeper anal-
very useful to computational linguists who can get ideas Gfsis is needed on much larger text collections. This is left
novel topics or theoretical models from Linguistics, buildfor future research.

sophisticated systems and apply them to Education. An-

other possibility is to use large-scale empirical Computa- .

tional Linguistics models to help identify and developnewd  Conclusions

theories in Linguistics.

Most importantly this kind of research will hopefully In this paper we presented various novel topic models
foster collaboration among related fields. Moreover, toolehich classify research papers based on topic and lan-
such as the one presented here will be beneficial to youggiage. Moreover, we gave various insightful statistics and
researchers who start their graduate studies looking for reorrelations within and across three research fields: Lin-
search topics within their field, but also in an interdisci-guistics, Computational Linguistics, and Education. In-pa
plinary context. ticular, we showed a number of trends in each field along

In the next subsections we provide some detailed sugvth relations between topics, temporal correlations and

5 Discussion

gestions. topic influences across fields, as well as language trends.
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