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Abstract

This paper presents a novel automatic approach to
partially integrate FrameNet and WordNet. In that
way we expect to extend FrameNet coverage, to en-
rich WordNet with frame semantic information and
possibly to extend FrameNet to languages other than
English. The method uses a knowledge-based Word
Sense Disambiguation algorithm for linking FrameNet
lexical units to WordNet synsets. Specifically, we ex-
ploit a graph-based Word Sense Disambiguation algo-
rithm that uses a large-scale knowledge-base derived
from WordNet. We have developed and tested four

coherent groupings of words belonging to the same frame.
In that way we expect to extend the coverage of FrameNet
(by including from WordNet closely related concepts), to
enrich WordNet with frame semantic information (by port-
ing frame information to WordNet) and possibly to extend
FrameNet to languages other than English (by exploiting
local wordnets aligned to the English WordNet).

WordNet! [12] (hereinafter WN) is by far the most
widely-used knowledge base. In fact, WN is being
used world-wide for anchoring different types of seman-
tic knowledge including wordnets for languages other than

English [4], domain knowledge [17] or ontologies like
SUMO [22] or the EuroWordNet Top Concept Ontology
[3]. It contains manually coded information about En-
glish nouns, verbs, adjectives and adverbs and is organized
around the notion of aynset A synset is a set of words
with the same part-of-speech that can be interchanged in a
certain context. For example;student pupil, educatee
Predicate models such as FrameNet [6], VerbNet [16] dorm a synset because they can be used to refer to the
PropBank [23] are core resources in most advanced NL§ame concept. A synset is often further described by a
tasks, such as Question Answering, Textual Entailment gfloss, in this case: "a learner who is enrolled in an edu-
Information Extraction. Most of the systems with Naturalcational institution” and by explicit semantic relatiorns t
Language Understanding capabilities require a large amgher synsets. Each synset represents a concept which is
precise amount of semantic knowledge at the predicateelated to other concepts by means of a large number of
argument level. This type of knowledge allows to idensemantic relationships, including hypernymy/hyponymy,
tify the underlying typical participants of a particulaee®  meronymy/holonymy, antonymy, entailment, etc.
independently of its realization in the text. Thus, us- FrameNet? [6]is a very rich semantic resource that con-
ing these models, different linguistic phenomena expresgains descriptions and corpus annotations of English words
ing the same event, such as active/passive transformatiomuowing the paradigm of Frame Semantics [13]. In frame
verb alternations and nominalizations can be harmonize#mantics, a Frame corresponds to a scenario that involves
into a common semantic representation. In fact, latelyhe interaction of a set of typical participants, playingaa-p
several systems have been developed for shallow semaiular role in the scenario. FrameNet groups words (lexi-
tic parsing and semantic role labeling using these ressurceal units, LUs hereinafter) into coherent semantic classes
[11], [26], [14]. frames, and each frame is further characterized by a list of
However, building large and rich enough predicate modsarticipants (lexical elements, LEs, hereinafter). Difet
els for broad—coverage semantic processing takes a greahses for a word are represented in FrameNet by assigning
deal of expensive manual effort involving large researcHifferent frames.
groups during long periods of development. Thus, the cov- Currently, FrameNet represents more than 10,000 LUs
erage of currently available predicate-argument ressurcgnd 825 frames. More than 6,100 of these LUs also pro-
is still unsatisfactory. For example, [7] or [25] indicateyide linguistically annotated corpus examples. However,
the limited coverage of FrameNet as one of the main prolmly 722 frames have associated a LU. From those, only

lems of this resource. In fact, FrameNet1.3 covers arourgiago LUS where recognized by WN (out of 92%) corre-
10,000 lexical-units while for instance, WordNet3.0 consponding to only 708 frames.

tains more than 150,000 words. Furthermore, the same ef-| s of a frame can be nouns, verbs, adjectives and ad-

fort should be invested for each different language [27},erps representing a coherent and closely related set of
Following the line of previous works [26], [7], [15], [24], meanings that can be viewed as a small semantic field.
[8], [29], we empirically study a novel approachto pariall For example, the frame EDUCATIQNEACHING con-

integrate FrameNet [6] and WordNet [12]. The method repjns | Us referring to the teaching activity and their par-
lies on the use of a knowledge-based Word Sense Disam-

biguation (WSD) algorithm that uses a large-scale graph of ;1 ;. / / wor dnet . pri ncet on. edu/
concepts derived from WordNet [12] and eXtented Word-2 htt p: //framenet . i csi . ber kel ey. edu/
Net [19]. The WSD algorithm is applied to semantically 3 Word-frame pairs

additional versions of this algorithm showing a sub-
stantial improvement over previous results.

1 Introduction
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ticipants. It is evoked by LUs likestudent.n teacher.n  Algorithm 1 SSI-Dijkstra algorithm
learn.y, instruct.y study.y etc. The frame also defines core™ Function SSI-Dijkstra (T: list of terms)
semantic roles (or FEs) such as STUDENT, SUBJECT or (I, P) := InitialInterpretation(T)
TEACHER that are semantic participants of the frame and for each {p € P} do

their corresponding LUs (see example below). s := BestSense(p,I,0)
I:=T1U{s}
- . end for
[Bernard Lanskyjru p g studied[the pianokussecr Function Initialinterpretation (T: list of terms)
[with Peter Wallfisch} pacr p - (I, P) := Select Monosemous(T)

Function SelectMonosemous (T: list of terms)

Table 1 presents the result of the our WSD process onflo}_egjch {teT)do
some LUs of the Frame EDUCATIONEACHING. We if # is monosemous then
also include the polysemy degree of each word (#senses) I := I'U{the unique sense of t}
and the definition (Gloss) of the sense (Synset) selected by else

the algorithm. P:=PU{t}
The contribution of this new resource is threefold end if
First, we extend the coverage of FrameNet. For in- end for
stance, the frame EDUCATIONEACHING only con- Function BestSense (t: term, I: list of senses, P: list of terms)
siders instruct.v and instruction.n but not instructor.n BestSense := )
which is a synonym in WN of the LUeachern Sec-  MinDistance :=0

ond, we can extend the coverage of semantic relations infor each {sense s &t} do

WN. For instance, in WN there is no a semantic rela- d:= MinDistanceS(s, I) o

. - . if MinDistance = 0 or d < MinDistance then
tion connecting<studentpupil, educatee- and< teacher BestSense — s

instructor> directly. Third, we can also automatically ex- MinDistance — d

tend FrameNet to languages other than English by exploit-  gnq if

ing local wordnets aligned to the English WN. For instance, end for

the Spanish synset aligned tstudent pupil, educatee- Function MinDistance (s: sense, I: list of senses)
is <alumnq estudiante- and the Italian one iscallievo, d:=0

alunng studente-. Furthermore, we can also transport to for each {sense s’ € I} do

the disambiguated LUs the knowledge currently available  d := d + DijkstraShortestPath(s,s’)

from other semantic resources associated to WN such asnd for

SUMO [22], WN Domains [17], etc. For instance, now

the LU corresponding tetudent.rcan also have associated

the SUMO labelSocialRoleand its corresponding logical (those word senses already interpreted in 1), the origi-
axioms, and the WN Domairsehoolanduniversity _ nal SSI uses an in-house knowledge base derived semi-
The paper is organized as follows. After this short inqutomatically which integrates a variety of online resesrc
troduction, in section 2 we present the graph-based Woydo]. This very rich knowledge-base is used to calculate
Sense Disambiguation algorithm and the four additiongjraph distances between synsets. In order to avoid the ex-
versions studied in this work. The evaluation frameworlgonential explosion of possibilities, not all paths are-con
and the results obtained by the different algorithms are prejdered. They used a context-free grammar of relations
sented and analyzed in section 3, and finally, in section fained on SemCor to filter-out inappropriate paths and to
we draw some final conclusions and outline future work. provide weights to the appropriate paths.
Instead, we used a version of the SSI algorithm called
. SSI-Dijkstra [9] (see algorithm 1. SSI-Dijkstra uses the
2 SS algor ithms Dijkstra algorithm to obtain the shortest path distance be-
) ) ) tween a node and some other nodes of the whole graph.
Structural Semantic Interconnections (SSl) is a knowledgerhe Dijkstra algorithm is a greedy algorithm that computes
based iterative approach to Word Sense DisambiguatigRe shortest path distance between one node an the rest of
[21]. The original SSI algorithm is very simple and con-nodes of a graph. BoostGrahlibrary can be used to com-
sists of an initialization step and a set of iterative steps. pyte very efficiently the shortest distance between any two
Given W, an ordered list of words to be dlsamblgua_te_fgiven nodes on very large graphs. As [9], we also use al-
the SSI algorithm performs as follows. During the ini-ready available knowledge resources to build a very large
tialization step, all monosemous words are included inteonnected graph with 99,635 nodes (synsets) and 636,077
the set | of already interpreted words, and the polysemoygiges (the set of direct relations between synsets gathered
words are included in P (all of them pending to be disamfrom WNS[12] and eXtended WR[19]. For building this
biguated). At each step, the set | is used to disambiguageaph we used WN version 1.6 and the semantic relations
one word of P, selecting the word sense which is closer §ppearing between synsets and disambiguated glosses of
the set | of already disambiguated words. Once a senseWa\ 1.7. To map the relations appearing in eXtended WN
d|Samb|guated, the WOI‘d sense iS removed from P and |fb WN Version 1.6 we used the automatic WN Mappﬁ']gs
cluded into I. The algorithm finishes when no more pendingy 0. On that graph, SSI-Dijkstra computes several times
words remain in P.
In order to measure the proximity of one synset (of thes hitp:/mww.boost.org/doc/libs/B5 0flibs/graph/doc/index.htm
word to be disambiguated at each step) to a set of synsefsttp:/iwordnet.princeton.edu
7 http://xwn.hlt.utdallas.edu
4 Available atht t p: / / adi men. si . ehu. es/ Wr dFr aneNet 8 http://www.lsi.upc.es/ nlp/tools/mapping.html
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Lexical Unit | synset #senses | Gloss

education.n | 00567704-n 2 “activities that impart knowledge”

teacher.n 07632177-n 2 “a person whose occupation is teaching”

instruct.v 00562446-v 3 “impart skills or knowledge”

study.v 00410381-v 6 “be a student; follow a course of study; be enrolled at antirtstof learning”
student.n 07617015-n 2 “alearner who is enrolled in an educational institution”

pupil.n 07617015-n 3 “a learner who is enrolled in an educational institution”

Table 1: Partial result of the WSD process of the LUs of the frame EDUION_TEACHING

the Dijkstra algorithm. competitive in WSD tasks, and it is extremely hard to im-

SSI-Dijkstra has very interesting properties. For inProve upon even slightly [18]. Thus, this algorithm expects
stance, as the Dijkstra algorithm always provides the minthat the first sense in WN will be correct for most of the
mum distance between two synsets, the SSI-Dijkstra alg#ords in W. Regarding ASI, this algorithm expects that the
rithm always provides an answer being the minimum diswords in W (corresponding to a very close semantic field)
tance close or far. In contrast, the original SSI algorithriill establish many close path connections between differ-
not always provides a path distance because it depends @i synsets of the same word (because of the fine-grained
a predefined grammar of semantic relations. In fact, theense distinction of WN).

SSlI-Dijkstra algorithm compares the distances between theAt each step, both the original SSI and also the SSI-
synsets of a word and all the synsets already interpret&ijkstra algorithms only consider the set | of already in-

in I. At each step, the SSI-Dijkstra algorithm selects théerpreted words to disambiguate the next word of P. That
synset which is closer to | (the set of already interpretei$, the remaining words of P are not used in the disam-
words). biguation process. In fact, the words in P are still not dis-

Previously, the SSI-Dijkstra algorithm have been usegMpiguated and can introduce noise in the process. How-
for constructing KnowNets [9]. KnowNets are very large€Ver, the knowledge remaining in P can also help the pro-
knowledge bases, which have been acquired by semarfifSS- In order to test the contribution of the remaining
cally disambiguating the Topic Signatures obtained fronf/0rds in P in the disambiguation process, we also de-
the web [1]. Basically, the method uses SSI-Dijkstra to as/€loped two more versions of the basic SSI-Dijkstra al-
sign the most appropriate senses to large sets of orde/@@fithm. SSI-Dijkstra-FirstSenses-P (hereinafter FSP)
topic words (for instanceunderclassmanoverachievey andSSI-Dijkstra-AllSenses-P (hereinafter ASP). When a

seminarian college etc.) associated to a particular synsef/0rd is being disambiguated, these two versions consider
(for instancepupil#n#1). the set | of already interpreted words of W and also the rest

. . . . of words remaining in P. That is, at each step, the algo-
Initially, the list | of interpreted words should include )< ol0cts the word sense which is closer to the set | of
the senses of the monosemous words in W, or a fixed 5 eady disambiguated words and the remaining words of

of word senses. Note that when disambiguating a Topis 5 together. While FSP selects the sense having minimal
Signature associated to a particular synset, the list | a&

- . — L{mulated distance to | and the first senses of the words
ways includes since the beginning of the process at legxlp ‘Agp selects the sense having minimal cumulated dis-
the sense of the Topic Signature (in our exanppipil#n#2) !

and the rest of monosemous words of W. However, mant)gnce to land all the senses of the words in P.

frames only group polysemous LUs. In fact, a total of 190

frames (out of 26%) only have polysemous LUs. Thu .

SSI-Dijkstra provides no results when there are no mono?e?l Exper Iments

mous terms in W. In this case, before applying SSI, the set )

of the LUs corresponding to a frame (the words includedVe have evaluated the performance of the different ver-

in W) have been ordered by polysemy degree. That is, tifons of the SSI algorithm using the same data set used by

less polysemous words in W are processed first. [28] and [29]. This data set consists of a total of 372 LUs
Obviously, if no monosemous words are found, weorresponding to 372 different frames from FrameNet1.3

can adapt the SSI algorithm to make an initial gueséon® LU per frame). Each LUs have been manually an-
b 9 9 otated with the corresponding WN 1.6 synset. This Gold

based on the most probable sense of the less a
y gtandard includes 9 frames (5 verbs and 4 nouns) with only

biguous word of W. For this reason we implemente .
two different versions of the basic SSI-Dijkstra algo-O"€ LU (the one that has been sense annotated). Obviously,

rithm: SSI-Dijkstra-FirstSenses-| (hereinafter FSI) and for these cases, our approach will produce no results since
SSI-Ijij kstra-AllSenses| (hereinafter ASI). Thus, these N° context words can be used to help the disambiguation
two versions perform as SSI-Dijkstra when W ’Containgroces%. Table 2 presents the main characteristics of the

monosemous terms, but differently when W contains onifatasets we used in this work. In this tabié\ stands
polysemous words. In fact, FSI and ASI always provide a%r FrameNet’, GSfor the Gold-Standardnonofor those
old-Standard frames having at least one monosemous LU

interpretation of W. h
Interp : andpolyfor those Gold-Standard frames having only poly-

Jated distance 10 the first Senses of the rest of words n \FEOUS LUS. The table shows for each dataser, the nurm-
er of frames and the average distribution per frame of

ASl includes in | the sense having minimal cumulated dis-
tan.ce to the ‘?‘” the senses Of. the .reSt of words in W. Thg In fact, FrameNet has 33 frames with only one LU, and 63 witly on
rationale behind the FSI algorithm is that the most frequent .

sense for aword, according to the WN sense ranking is vety We removed frames with no LUs assigned or not present in WN
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FN | GS | mono | poly 10 ing monosemous or correctly disambiguated words in | at
#Frames /08 372 299] 73] 19 the beginning of the incremental disambiguation process,
\N/grut;? g?; Z'Zg ggg é'gg 13-?3 at least for nouns and adjectives.
Adi et : : : : : To our knowledge, on the same dataset, the best results

jectives 249 | 324| 386| 0.71| 5.36

Other 011! 014! 014! 009 024 so far are the ones presented by [29]. They presented a
Not in WN 107 130 1511 042 2.13 novel machine learning approach reporting a Precision of
Monosemous | 4.40| 5.79| 7.20| 0.00| 9.87 0.76, a Recall of 0.61 and an F measure of &-6Blote that
Polysemous 8771 1068 | 11.96| 5.42 | 16.88 these results are below the most-frequent sense according
#senses 3.64| 3.45| 3.28| 5.64| 3.63 to the WN sense ranking (F1=0.69) and all versions of SSI-
Total 14.24 | 17.77| 20.67 | 5.84 | 28.88 Dijkstra (F1 from 0.69 to 0.74).

In order to measure the contribution of the different
Table 2. Number of frames and average distribution ofSSI-Dijkstra versions on those frames having at least one
words per frame of the different datasets monosemous LU, Table 4 presents detailed results per POS
of its performance in terms of Precision (P), Recall (R) and
F1 measure (F). Again, in bold appear the best results, and
as a baseline, we again include the results measured on this
each POS, the words not represented in WN, the numbeata set of the most frequent sense according to the WN
of monosemous and polysemous words, the polysemy deense ranking. Obviously, FSI and ASI variants are not
gree and the total words. The number of words per framacluded since for frames having monosemous LUs both
in this Gold Standard seems to be higher than the averagpproaches obtain the same result as of the SSI-Dijkstra al-
in FrameNet. This data set also has 73 frames having ongyrithm. Interestingly, when having monosemous LUs, all
polysemous LUs (20% of the total). That is, these frameSSI algorithms obtain substantial improvements over the
do not have monosemous LUs. Possibly, because its smh#iseline, which is very high. Also interesting is that SSI-
size (5.84 words on average). Dijkstra obtains the best results for nouns and adjectives
Table 3 presents detailed results per Part-of-Speegthile FSP obtains the best results for verbs.
(POS) of the performance of the different SSI algorithms In order to measure the contribution of the different SSI-
in terms of Precision (P), Recall (R) and F1 measure (haRijkstra versions on those 73 frames having only polyse-
monic mean of recall and precision). In bold appear theous LUs, Table 5 presents detailed results per POS of its
best results for precision, recall and F1 measures. As baggerformance in terms of Precision (P), Recall (R) and F1
line, we also include the performance measured on thigeasure (F). Again, in bold appear the best results, and as
data set of the most frequent sense according to the WiNbaseline, we again include the results measured on this
sense ranking. Remember that this baseline is very corflata set of the most frequent sense according to the WN
petitive in WSD tasks, and it is extremely hard to beatsense ranking. Obviously, the original SSI-Dijkstra is not
However, all the different versions of the SSI-Dijkstraalg included. For these subset of frames, the algorithms behave
rithm outperform the baseline. Only SSI-Dijkstra obtainssimilarly as for the whole data set. In fact, as before, verbs
lower recall for verbs because of its lower coverage. In facgeem to be more difficult than nouns and adjectives. How-
SSI-Dijkstra only provide answers for those frames havingver, according to the baseline, without monosemous LUs
monosemous LUs, the SSI-Dijkstra variants provide arthe task seems to be much more difficult. This is specially
swers for frames having at least two LUs (monosemous @cute for nouns and verbs where the the first sense heuristic
polysemous) while the baseline always provides an answebtains accuracies of 58% and 48% respectively. The algo-
As expected, the SSI algorithms present different perfofithms also present different performances accordingeo th
mances according to the different POS. Also as expectedifferent POS. Again, the the best results are achieved by
verbs seem to be more difficult than nouns and adjectivé®th FSI and ASI variants on nouns and adjectives, and
as reflected by both the results of the baseline and the S&ISP on verbs. However, in this data set only ASI slightly
Dijkstra algorithms. For nouns and adjectives, the best r@utperforms the baseline in precision and F1. Since these
sults are achieved by both FSI and AS| variants. Remembegrsions do not provide answers for frames having only one
that these versions perform as SSI-Dijkstra on frames hall, the recall is below precision.
ing monosemous LUs but performing an initial guess on Although the set of frames having only polysemous LUs
frames having only polysemous LUs. While FSI makes aBeems to be much more difficult than the set of frames hav-
initial guess including in | the sense of the less polysemouB8g monosemous LUs, the results shown in tables 4 and
word having minimal cumulated distance to fitet senses 5 also suggest room for improving the SSI algorithms. In
of the rest of words in W, ASI makes an initial guess infact, not only for frames having no monosemous LUs, but
cluding in | the sense of the less polysemous word having/so in general. For instance, for disambiguating verbs.
minimal cumulated distance il the senses of the rest of These results suggest that possibly, a new version of the
words in W. In fact, FSI and ASI behave differently thanSSI-Dijkstra algorithm processing nouns and adjectives as
SSI-Dijsktra in the 73 frames having only polysemous LU§SI (or ASI) and verbs as FSP would clearly outperform
in the data set. Interestingly, the best results for verbs athe current versions. We expect for this new algorithm im-
achieved by FSP, not only on terms of F1 but also on predproved results also for nouns, verbs and adjectives, since
sion. Remember that FSP always uses | and the first sengee whole incremental disambiguation process will bene-
of the rest of words in P as context for the disambiguatiorit from a better disambiguation of I. Possibly, during the
It seems that for verbs it is useful to consider not only thé)cremental and iterative disambiguation process, a bette
disambiguated words but also the most frequent sensesdisambiguation of verbs will improve the disambiguation
the reSt. of \_NOI’dS being dlsam.b!gua.lted' I—!owever, for nours In fact, both evaluations are slightly different since thyrform 10-
and adjectives the best precision is achieved by the origi- oiq cross validation on the available data, while we previesults for
nal SSI-Dijkstra. This fact suggests the importance of hav- the whole dataset.
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nouns verbs adj ectives all

P R F P R F P R F P R F
wn-mfs 0.75] 0.75] 0.75] 064 | 0.64| 0.64| 0.80| 0.80| 0.80| 0.69 | 0.69 | 0.69
SSI-dijktra | 0.84 | 0.65] 0.73| 0.70 | 0.56 | 0.62] 090 | 0.82 | 0.86 | 0.78 | 0.63 | 0.69
FSI 0.80] 077 079 ]| 0.66| 065| 065|089 089|089 | 0.74] 073 | 0.73
ASI 080[077]079]067]065]066[089[08]08|0,75[073]0,74
FSP 0.75] 0.73] 0.74] 071 | 069 | 0.70 | 0.79 | 0.79| 0.79 | 0.73 | 0.72 | 0.72
ASP 0.72] 069] 0.70]| 0.68 | 0.66| 0.67 | 0.75| 0.75| 0.75| 0.70 | 0.69 | 0.69

Table 3: Results of the different SSI algorithms

nouns verbs adj ectives all
P R F P R F P R F [ R F
wn-mfs 0.78] 0.78] 0,78] 0,67] 0,67 0,67| 0,80 0,80| 0,80 0,73 0,73 | 0,73
SSI-dijktra | 0,84 | 0,84 [ 0,84 | 0,70 | 0,70 | 0,70 0,90 | 0,90 | 0,90 | 0,78 | 0,78 | 0,78
FSP 0,80 0,78/079|073]073|]073|0,80]0,80[0,80[0,76[ 0,76 | 0,76
ASP 0,78 0,78] 0,78| 0,71 0,71| 0,71 | 0,76 | 0,76 | 0,76 | 0,74 | 0,74 | 0,74

Table 4. Evaluation of frames with at least one monosemous word

of nouns, and a better disambiguation of nouns will alsand better performance overall for FSI and ASI). Surpris-
improve the disambiguation of verbs and adjectives. ingly, the different SSI algorithms only obtain for nouns
However, still remains unclear if the problem of framedetter performances than with the whole dataset. Slightly
having no monosemous LUs is because the lack of coworst results are obtained for verbs and adjectives. Pos-
rectly disambiguated words in I, the small number of LUssibly, the cause of this phenomena would be the different
per frame or its high polysemy degree. We expect to clarifipOS distribution per frame on this particular dataset. How-
this issue in future experiments and analysis. ever, overall, the results improve with respect the coneplet
Although the experimental setting is different, [8] alsoGold-Standard.
present a direct evaluation of their integration of WN and Although both approaches are not directly comparable
FrameNet for the LU induction task [5]. They apply a com-due to the different evaluation dataset, our results seem to
bination of knowledge and distributional based methods te very close to those reported by [8]. In fact, their dataset
carry out the mapping process. In order to aliviate theiexcluded low frequent LUs and was centered only on the
data sparseness problem, they reduced the whole datasétliss of four frames. Moreover, we applied a unique knowl-
two ways. First, they neglected LUs occurring less thardge based approach. Furthermore, we expect even better
50 times in the British National Corpus. Second, they exesults with the improved version of the SSI-Dijkstra using
cluded frames having less than 10 LUs. This leaves theRfSI for nouns and adjectives, and FSP for verbs.
with 220 frames, involving 4,380 LUs. They focused the
study of the quality of their automatic mapping on four .
frames (i.e. KILLING, PEOPLEBY AGE, STATEMENT 4 Conclusions and future work
and CLOTHING) with 306 LUs. On this dataset, they re-
port a precision of 0.80, a recall of 0.79 and an F measuta this work, we have presented a novel approach to inte-
of 0.80. Unfortunately, they do not report detailed perforgrate FrameNet and WordNet. The method uses a knowl-
mances per POS nor baselines. Trying to be more represemige based Word Sense Disambiguation (WSD) algorithm
tative of the whole resource, the dataset used in our studwlled SSI-Dijkstra for assigning the appropriate synset o
covers a large set of frames but only one LU per frame ha&/ordNet to the semantically related Lexical Units of a
been annotated. Obviously, the results of these four framg&en frame from FrameNet. This algorithm relies on the
will not allow to make appropriate conclusions. use of a large knowledge base derived from WordNet and
In order to establish a fair comparison with our evaluaeXtended WordNet. Since the original SSI-Dijkstra re-
tion framework, Table 6 also presents detailed results pguires a set of monosemous or already interpreted words,
POS of the performance of the SSI versions in terms afie have devised, developed and empirically tested four dif-
Precision (P), Recall (R) and F1 measure (F) on the 198rent versions of this algorithm to deal with sets having
frames having at least 10 L&¥s Again, in bold appear only polysemous words. The resulting new algorithms ob-
the best results, and as a baseline, we again include ttaén improved results over state-of-the-art.
results measured on this reduced data set of the most fre-As a result of this empirical study, we are currently de-
guent sense according to the WN sense ranking. Note thaglopping a new version of the SSI-Dijkstra using FSI for
the average result for this baseline is the same as the omeuns and adjectives, and FSP for verbs. We also plan to
reported for the whole dataset although it presents a difurther extend the empirical evaluation with other avdaab
ferent behaviour depending on the POS. Regarding SSI graph based algorithms that have been proved to be com-
gorithms, they behave similarly as with the whole datasetetitive in WSD such as UKE [2].
(better precision for SSI-Dijkstra, better performance fo Finally, using the same automatic approach, we also plan
FSI and ASI on nouns and adjectives and FSP for verbs disambiguate the Lexical Elements of a given frame.

12 We did not remove unfrequent LUs 3 http://ixa2.si.ehu.es/ukb/
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nouns verbs

adj ectives all

Pl R] F| P|] R| F

Pl R[] F| P] R] F

wn-mfs | 0.58 | 0.58 | 0.58 | 0.48 | 0.48 | 0.48

0.80 | 0.80 | 0.80 | 0.54 | 0.54 | 0.54

FSI 064 | 055|059 | 0,50 | 0,44 | 0,47

0,80 | 080 | 080 | 0,58 | 0,51 0,54

ASI 064 | 055|059 | 0,53 ] 0,46 | 0,49

0,80 | 080 | 0,80 | 059 | 0,52 | 0,55

FSP 056] 048] 052] 059 | 051 | 0,55

0,60] 0,60 | 0,60 | 0,58 ] 0,51 0,54

ASP 048|041 044] 053] 0,46 | 0,49

0,60] 0,60 | 0,60 | 0,52 ] 0,45 0,48

Table 5: Results of the different SSI algorithms on frames having polysemous LUs

nouns verbs adj ectives all

P R F P R F P R F [ R F
wn-mfs 0.76 ] 0.76 | 0.76 | 0.61 | 0.61| 0.61| 0.76 | 0.76 | 0.76 | 0.69 | 0.69 | 0.69
SSl-dijktra | 0,86 | 0,78 | 0,82 | 0,66 | 0,63 | 0,64 | 0,88 | 0,85| 0,87 | 0,77 | 0,72 | 0,75
FSI 085|085 |08 |064]|064| 064|088 |088]| 08| 0,76 | 0,76 | 0,76
ASI 085[08 |08 ]|0,64]064]064]08]|08] 08| 0,76 0,76 | 0,76
FSP 081]081]081]|067 | 067|067 ]|0,74]074]0,74]| 0,73 0,73| 0,73
ASP 0,76 0,76 | 0,76 0,63] 0,63 0,63| 0,71| 0,71] 0,71 0,69 0,69 | 0,69

Table 6: Results of the different SSI algorithms on frames havingast!10 LUs

Thus, the resulting resource will also integrate the corgs)
semantic roles of FrameNet. For example, for the frame
EDUCATION_TEACHING we will associate the appropri-
ate WordNet synsets to the Lexical Elements STUDENT,
SUBJECT or TEACHER. [15]
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