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Abstract

This reporl describes Paul, a computer text yeneration system
designed to create cohesive text through the use of lexical substitutions.
Specilically, this system is designed to deterministically choose between
proneminalization. superordinate subshiution, and definite noun phrase
reiteration. The system identilies a strength of antecedence recovery for
each of the lexical substitutions, and matches them against the strength
of potential antecedence of each element in the text to select the proper
substitutions for these elements.

1. Introduction

This report descnibes Paul. a computer text generation system
designed to create cohesive text through the use of lexical substitutions.
Specifically. this system is designed 1o deterministically choose between
pronominat:zation. supcrordinate substitution, and definite noun phrase
reiteration. The system identifies a strength of antecedence recovery for
each of the lexical substitutions, and matches them against the strength
of potentiul antecedence of each element in the text 1o select the proper
substitutions for these elements.

Paul is a natural language generation program initially developed at
IBM's Thomas J. Watson Hesearch Center as part of the ongoing Epistle
project {5.6]. The emphasis of the the work reported here is in the
research of discourse phenomena, the study of cohesion and its effects
on multisentential texts [3, 8]. Paul accepts as input LISP knowledge
structures consisting of case frame [1] formalisms representing each
sentence to be generated. These knowledge structures are translated into
Enghsh, with the appropriate lexical substitutions being made at this time.
No attempt 1s made by the system to create these knowledge structures.

2. Cohesion

The purpose of communication is for one person (the speaker aor
writer) to express her thoughts and ideas so that another (the listener or
reader) can understand them. There are many restrictions placed on the
realization of these thoughts inio language so that the listener may
understand. One of the most important requirecments for an utterance is
that it seem to be unified, that it form a text. The theory of text and what
distinguishes it frorn isolated sentences that is used in Paul is that of
Halliday and Hasan [3].

One of the items that enhances the unity of text is cohesion.
Cohesion refers to the linguistic phenomena that establish refationships
between sentences, thereby tying them together. There are two major
goals that are accemplished througih cohesion that enhance a passage's
quality of text. The first is the obvious uesire to avoid unnecessary
repctition. The other goal is to distinguish new information from old. so
that the listener can fully undirstand what 1s being said.

{1} The room has a large window. The room has a window
facing east.

{1} appears lo he describing two windows, because there is no
device indicating that the window of the second sentence is the same as
the window of the first sentence. it in fact the speoker mennt to describe
the same window, she must somehow inform the lisicner that this is
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indeed the case. Cohesion 1s a device that will accomplish tius goal.

Cohesion is created when the interpretation of an element is
dependent on the meaning of another. The element in guestion cannot be
fully understood untit the element it 1s dependent on s identiied. The hirst
presuppeses 3] the second in that it requires for its understanding the
existence of the second. An element of a sentence presupposes the
existence of another when its interpretation requires reference 1o
another. Once we can trace these ieferences to their sources, we can
correctly interpret the elements ot the sentences.

The very same devices that create these dependencies for
interpretation help distinguish olg information from new. If the use of a
cohesive element preLupposes the existence of another refeience of the
element for its interpretation. then the istener can be assured that the
other reference exists, and that the element in question can be
understood as old information. Therefore, that act oi associating
sentences through reference dependencies heips make the text
unambiguous, and cohcsion can be seen to be a very important part of
text.

3. Lexical Substilution

in [3]. Halliday and Hasan catalog and discuss many devices used
in English to achiove cohesion. Fhese include reteience, substitution
ellipsis, and conjunction. Another family ot devices they discuss is knowr
as lexical substitution. The lexical substitution devices incorporated into
Paul are pronomunalization, superordinate substitution, and definite noun
phrase reiteration.

Superordinate substitution is the replacement of an eilement with a
noun or phrase that 1s a more general term for the element. As an
example, consider Figure 1, a sampie hierarchy the system uses to
generate sentences.

ANIMAL
MAMMAL REPIILE
POSSUM sxﬁux TURTLE
!
POGO  HEPZIBAH CHURCHY
Figure 1a

POGO IS A MALE POSSUM.

HEPZIBAH IS A FEMALE SKUNK.
CHURCHY IS A MALE TURILE.

POSSUMS ARE SMALL, GREY MAMMALS,
SKUNKS ARE SHALL. BLACK MAMMALS.
TURTLES ARE SMALL, GREEN REPTILES.
MAMMALS ARE FURRY ANIMALS.
REPTILES ARE SCALED ANIMALS,

Figure 1b: A Sample Hierarchy for Paul
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In this exangle. the superordinate of POGO s POSSULL that of
POSSUM s MARIMAL, and again for MAMMAL the supaiordinate is
ANIIIAL Supcrordinates can continue tor as lonyg as the hierarchical tree
will support.

The incchwncs lor performing superordinate subsblution is fairly
easy. Al one needs 1o ao s Lo create o st of supeiordinates by tracing up
the hierarchical bee, and atbitiardy ¢heese trom this st However, there
are severdl 1ssues that must Le addresscd o prevent superordinate
substitution from bemng amixgicns or Nulang CrIOReous connutations.
The erroneous connotations coour i the list o superordinates 1s allowed
to extend too long An example will imake this clect. Let es assume that we
have a luerarchy in whieh there s an entry #4560, The superardinate of
FRED 18 MAN. for MAN HULAN. AHIMAL tor HUMAN, and THING for
ANIMAL. Theretore, the superordimate hst for FRED s (MAN HUMAN
ARNIMAL THING). Wrile retering to Fred as the man seems finc, calling
tim the hueman scems a ittte strange. And furthermore., using the animal
or the thing to refer lo Fred is actually snsulting.

The reason these supcrordinates have negative connotations is
that there are essentil quahities that humans passess (hat seperate s
tram other animals. Calling Fred an "anusat” imphes that he lacks these
qualbics. an:t is tnerciore insutting. "lMuman™ sounds strange because it
is the tighest ety in the semantic higrarchy that exhibits theee qualities.
Taflung about "the human® wives cne the fecling that there are other
creatures in the discourse that aren't human,

Paul is sensitive to the connotations that are possible through
superardinate substitutiun. The™ system identiies an essential quality,
usually inteiligence. which acts as a block for further superordinate
substitution. If lhe items to be icplaced with a superordinate has the
property of intethgence. either duectly or through saimantic inheritance, a
supetordinate list is made oniy of those entnes that have themselves the
Guaiity of intelhgence. again either directly or through inberitance. if the
item doesi't have intethgence. the list is allowed to extend as far as the
hierarchical entries will allow. Once the proper list of superordinates i3
established, Paul randomly chooses one, preventing repeiition by
remembering previous choices.

The other problem with superordinate substitution is that it may
introduce ainbiguity. Again consider Figure 1. If we wanted to perform a

superordinate substituhon for POGO, we would have the superordinate
list (POSSUR MAMMAL ANIMAL) to choose from. But HEPZIBAHM is also a
mammal, 50 the mammal could refer to either POGO or HEPZIBAH. And
not only are both POGO and HEPZIBAH ammals, but so is CHURCHY, so
the ammal could be any one of them. Theretore, saying the mammal or
the anumal would form an ambiguous reference which the listener or
reader would have no way to understand.

Paul recogrizes lhis ambiguily. Once the superordinate has been
selected. it 18 tested agmunst afl the other nouns mentioned so far in the
text. If any other noun 1s a member of the superordinate set in question,
lhe reference is ambiguous. This reference can be disambiguated by
using some featurc of the element being replaced as a moditier. In our
example of Figure 1. we find that all possums are grey. and therefore
POGO 15 grey. Thus. the grey mamima! can refer only to POGO. and is not
ambiguous. In the Pogo world. the features the systein uses to
disamoiguate these reierences arc gender. size, color. and skin lype
(funy. scaled. or feathered). Onca the teature 1s arbitrarily selected and
the correct value has been determined. 1t 1s tested to see that it genuinely
disainbiguates the reference. it any of the nouns that were members of
the superordinate set have the same value for this feature, it cannot be
usad to dwambiguate the reference. and it is reyected. For instance, the
size of FOGO 1s small. but snying the small mammal 13 stilt ambiguous
because HEPZIBAH is also small, and the phrase could just as likely refer
to her. The search for a disarnbiguating ieature conlinues until one is
found.

Pronominalization, the use of personal pronouns in place of an
element. is mechanicilly simple. The selection of the appropriate
persnnal pronoun is strictly grammatical. Once the syntactic case, the
gender, and the number of the eleinent are known, the correct pronoun is
dictated by the language.

The final iexicit substitution available to Paul is the definite noun
phrase. the use of a dehinite articie, the in Enghish, as opposed to an
indefimite article. @ or somie The detinite articie clearly marks an item as
one that has been previously imentioned, and is therefore old information.
The ndeftnmte article sinlarly marks an item as not having been
previousiy mentioned. and therefore is new information. This capacity of
the definite article makgs its use required with superordinates.

{2} My collie is smart. The dog fetches my newspapef every day.

*My collie is smart. A dog fetches my newspaper every day.

While the mechanisms for performing the various lexical
substitutions are conceptualiy straighiferward. they don't solve the entire
problem of using lexical substitutton. Nothing has been said about how
the system chooses which 1exacal substitution to use. This is a serious
1IssuC because lexical substitution devices are nat interchangeable. This is
ruge bhecause lesacal substitutions, a8 with most cohesive devices, create
text by using gresupposed depenaencics {cr their interpretations, as we
have seen. If those presupposed clements do not exist. or if it is not
possible to correctly identity wiich of the many possible clements is the
one presuppnsad. then il is inoossible to correctly interpret the element,
and the onty possible result 1s confusion. A computer text generation
system that incorporates exical substitubion in its output must insure that
the presupposed element ex:s!s, and that it can be readily identified by
the reader.

Paul controls the sclection of lexical substitution devices by
conceptually Cividing the prnolem nto two tasks. The tirst is to dentify the
strength of antecedence recovery of tne lexical substitution devices. The
second s to identify the strength of potertial antecedence of each
element in the passage. and cetermine which if any lexical substilution
would be appropriate.

4. Strength of Antecedence Recovery

Each time a cohesive dovice is used. a presupposition dependency
is created. The iter that 15 being presupposed must be correctly
identificd for the correct interpretation of the element. The relative ease
with which one can recover this presupposed item from the cohesive
element is called the strength of antecedence recovery. The stronger an
elernent's strength of antecedence recovery, the easier it is to identify the
presupposed element.

The lexical substitution with the highest strength of antecedence
recovery is the dehnite noun. This is because the clement is actually a
recetition of the origina item, with a definite articte to mark the fact that it

is old information. There is no real necd to refer to the presupposed
element, since all the information is being repeated.

Superordinate substitution is the lexical substitution with the next
nighest strength of antecedence recovery. Presupposition gependency
genuinely does exist with the use c¢f superordinates. because some
information is lost When we move up the semantic hierarchy, all the traits
that are specilic to the elernent in quastion are lost. To recover this and
fully understand the reference at hand. we must trace back to the onginal
element in the hierarchy. Fortunately, the manner in which Paul perforins
superordinate substitution facititates this recovery. By insunng that the
superordinate substitztion will never be ambiguous, the system only
generates superordinate substiutions thal are readily recoverable.

The third device used by Paul. ihe perscnal proncun, has the lowest
strength of antecedence recovery. Pronouns genuinely are nothing more
than place holders. variatics that maintan the positiors of the o_lemems
they are replacing. A pronoun contains no real semantic intorimation. The
only readily avalable pieces of iniormation from a pronoun are the
syntactic role in the current sentence, the gender. and the number of the
replaced item. For this reason. pronouns are the hardest to recover of the
substitutions discussed.

5. Strength of Potential Anlecedence

Wiile the forms of lexical substitution provide clues (lo various
degrees) that aid the rcader in recovering *he presupposed element. the
actual way in which (he element 1s currently being used, how was
previously used. its Circumstances wilhin the current sentence and within
the entire text, can provice additional clues. These factors combine to
give tne specihc relerence a strength of potential antecedence. Some
elemenits. by the aature of their current and previous usuye. will be easier
to recover Independent o tie lexical substitution device selected.

Strength of potential antecedence involves several factors. One is
the syntactic role the element 1s playing in the current sentence, as Awr:ll
as in the previous reference. Another is the distance of the previous
reference from the current. Hore distance is defined as the number of
clauses between the references, and Paul arbitrarily uses a distance of no
more than two clauses as an acceptable distance. The current expecled
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focus of the text also atfects an element's potential strength of
antecedence. In order to identify the curnrent expected focus, Paul uses
the detailed algonthm tor focus deveioped by Sidner [10].

Paul identities five classes of potential antecedence strength. Class
| being the strongest and Class V the weakest. as well as a sixth “non-
class” tor elements being mentioned for the first time. These five classes
are shown in Figure 2.

Class I:

1. The sole referent of a given gender and number (singular or
plural) tast mentioned wathin an acceptable distance, OR

2. The focus or the head of the expected focus list tor the previous
sentence.

Class 1lI:

The last relerent of a given gender and number last mentioned
within an acceptable distance.

Class il;

An element that filled the same syntactic role in the previous
sentence.

Class IV:

1. A referent that has been previously mentioned, OR

2. A reterent that is a member of a previously menticned set that has
been mentioned within an acceptable distance.

Class V:

A referent that is known 1o be a part of a previously mentioned item.

Figure 2: The Five Classes uf Potential Antecedence

Once an element’s class of potential antecedence is identified, the
selection of the proper lexical substitution 1s easy. The stronger an
element’'s potential antecedence. the weaker the antecedence of the
lexical substitution Figure 3 illustrates the mappings trom  potential
antecedence fo texical subshlution devices. Note that Class Il elements
are unusual i that the device used to replace them can vary. If the
previous instance of the element was of Class I, if it was reptaced with a
pronoun. then the cunent instance 1s replaced with a pronoun, too.
Otierwise, Class Il elements are replaced with superordinates, the same
as Class H.

Class I...oviiiiivnannn, Pronoun Substitution
Class ILl............... Superordinate Substitution
Ctass III (previous reference Class I)
................... Pronoun Substitution
Class TIT.............. Superordinate Substitution
Class IV ... .o iviiiininnnnn, Definite Noun Phrase
Class V..o vniiniennnnnn., Definite Noun Phrase

Figure 3: Mapping of Potential Antecedence
Classes to Lexical Substitutions

6. An Example

) To see the effects of controlled lexical substitution, and to help
clarify the ideas discussed, an exampie is provided. The following is an

actual example of text generated by Paul The domain is the so-called
children's story. and the example discussed here is one about characters
from Walt Kelly's Pogo comic strip. as shown in Figure 1 above.

Figure 4 contains the semanlic representation for the example story
to be generated, in the syntax of NLP [4] records.

al('like',exp:='a2',recip:='ad’',stative):

a2('pogo’);

a3('hepzibah’);

b1('1ike'.exp:='b2',recip:='ald’',stative);

b2('churchy’);

c1('give' ,agnt:="a2"' aff:='¢c2"' recip:='a3d’,
active,effect:='cd');

c2('rose');

c3('enjoy\’ . recip:='ald’'.stative):

di('want\',exp:='a3' . recip:='d2',neg,stative);

d2('rose’ ,pussess:='p2');

e1('b2’,char:="'jealous',entity):

f1('hit\',agnt:='b2' aff:='a2",active);

gl('give',agnt:='b2',aff:="'g2",
recip:='ad',active):

g2('rose’);

hi('drop\‘.exp:='h2',stative);

h2('petal’ ,partof:="g2',plur);

i1{'upset\',recip:='a3',cause:="h1',stative);

ji('cry\,agnt:='23"',active)[]

Figure 4: NLF Records for Example Story

I the story were to be generated without any lexical substlitutions at all, it
would look like the following.

POGO CARES FOR HEPZIBAH. CHURCHY LIKES HEPZIBAH,
TOO. POGO GIVES A ROSE TO HEPZIBAH, WHICH PLEASES
HEPZIBAH. HEPZIBAH DOES NOT WANT CHURCHY'S ROSE.
CHURCHY IS JEALOUS. CHURCHY HITS POGO. CHURCHY
GIVES A ROSE TO HEPZIBAH. PETALS DROP OFF. THIS
UPSETS HEPZIBAH. HEPZIBAH CRIES.

While this version of the story would be unacceptable as the final product
of a text generator. and it 15 not the text Paul would produce from the
input of Figure 4. it is shown here so that the reader can more easily
understand the story represented semantically in Figure 4.

To go to the other extreme, uncontrolted pronominalization would
be at least as unacceptable as no iexical substitutions at all.

POGO LIKES HEPZIBAH. CHURCHY CARES FOR HER, TOO.
HE GIVES A ROSE TO HER. WHICH PLEASES HER. SHE
DOES NOT WANT HIS ROSE. HE 1S JEALOUS. HE SLUGS
HIM. HE GIVES A ROSE TO HER. PETALS DROP OFF.

THIS UPSETS HER. SHE CRIES.

Again. this is unacceptable text. and the system would not generate it, but
it is shown here to dramatize the need for control over lexical
substitutions.

The text that Paul actually does produce from the input of Figure 4
is the following story.

POGO CARES FOR HEPZIZAH. CHURCHY LIKES HER, TOO.
POGO GIVES A ROSE TO HER, WHICH PLEASES HER. SHE
DOES NOT WANT CHURCHY 'S ROSE. HE IS JEALOUS. HE
PUNNCHES POGO. HE GIVES A ROSE TO HEPZIBAH. THE
PETALS DROP OFF. THIS UPSETS HER. SHE CRIES.

2For adiscussion of the impiementation of NILP for Peul see [2).
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7. Conclusions

The need for good text generation is rapidly increasing. One
requirement for generated output to be considered text is to exhibit
cohesion. Lexical substitlution 1s a tamily of cohesive devices that help
provide cohesion and achreve the two major goals of cohesion, the
avoiding of unnecessary repetition and the distinguishing of old
information trom new. However. uncontrolled use of lexical substitution
devices wilt produce text that s unintelligible and nonsensical. Paul is the
first text generation system that incorporates loxical substitulions in a
controlled  mannegr,  tnercby  producing  cohesive text  that is
understandable. By identifying the strength of antecedence recovery for
cach of the lexical substitubions, and the strength of potential
antecedence for each element in the discourse, the syslem is able to
choose the appropnate lexical substitutions.
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